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## Preface

The need to predict, understand, and optimize complex physical and chemical processes occurring in and around the earth, such as groundwater contamination, oil reservoir production, discovering new oil reserves, and ocean hydrodynamics, has been increasingly recognized. Despite their seemingly disparate natures, these geoscience problems have many common mathematical and computational characteristics. The techniques used to describe and study them are applicable across a broad range of areas.

The study of the above problems through physical experiments, mathematical theory, and computational techniques requires interdisciplinary collaboration between engineers, mathematicians, computational scientists, and other researchers working in industry, government laboratories, and universities. By bringing together such researchers, meaningful progress can be made in predicting, understanding, and optimizing physical and chemical processes.

The International Workshop on Fluid Flow and Transport in Porous Media was successfully held in Beijing, China, August 2-6, 1999. The aim of this workshop was to bring together applied mathematicians, computational scientists, and engineers working actively in the mathematical and numerical treatment of fluid flow and transport in porous media. A broad range of researchers presented papers and discussed both problems and current, state-of-the-art techniques.

Over seventy people from Australia, Bulgaria, China, France, Ghana, Germany, Norway, Russia, South Korea, Spain, Taiwan, and the United States of America attended this workshop and more than fifty papers were presented on a variety of subjects in mathematical theory, numerical methods, parallel computation, optimization, surface water and ocean modeling, chemically reactive phenomena, atmospheric modeling, multiscale phenomena, and media characterization.

This book contains thirty-eight selected papers presented at the workshop. They cover recent advances and developments of a wide range of numerical issues of multiphase fluid flow and transport in porous media. The porous media considered range from ordinary media to fractured and deformable ones. The physical and mathematical models treated involve a variety of flows from single phase compressible flow to multiphase, multicomponent flow with mass interchange between phases. The numerical methods studied range from standard finite difference and finite element methods to nonstandard mixed finite
element and characteristics-based techniques. The computational algorithms developed utilize classical fast iterative solvers and modern multigrid and domain decomposition approaches combined with local grid refinement techniques. The characteristics-based techniques for advection-dominated flow and transport processes are emphasized in this book; the classical modified methods of characteristics to newly developed locally conservative EulerianLagrangian methods are addressed.

Financial support for the workshop was generously provided by the Na tional Natural Science Foundation of China, the Beijing Institute of Applied Physics and Computational Mathematics, the Chinese State Key Basic Research Project, the US Army Research Office-Far East, the Office of Naval Research International Field Office Asia, and the US Air Force Asian Office of Aerospace Research and Development. We also thank the local organizers at the International Center of Computational Physics, Beijing, China, for their hard work and hospitality.

Zhangxin Chen, Richard E. Ewing, and Zhong-Ci Shi
May 29, 2000
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# Mathematical and Numerical Techniques in Energy and Environmental Modeling 

Zhangxin Chen Richard E. Ewing


#### Abstract

Mathematical models have been widely used to predict, understand, and optimize many complex physical processes, from semiconductor or pharmaceutical design to large-scale applications such as global weather models to astrophysics. In particular, simulation of environmental effects of air pollution is extensive. Here we address the need for using similar models to understand the fate and transport of groundwater contaminants and to design in situ remediation strategies.

Three basic problem areas need to be addressed in the modeling and simulation of the flow of groundwater contamination. First, one obtains an effective model to describe the complex fluid/fluid and fluid/rock interactions that control the transport of contaminants in groundwater. This includes the problem of obtaining accurate reservoir descriptions at various length scales and modeling the effects of this heterogeneity in the reservoir simulators. Next, one develops accurate discretization techniques that retain the important physical properties of the continuous models. Finally, one develops efficient numerical solution algorithms that utilize the potential of the emerging computing architectures. We will discuss recent advances and describe the contribution of each of the papers in this book in these three areas.
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## 1 Introduction

The objective of reservoir simulation is to understand the complex chemical and physical fluid flow processes occurring in an underground reservoir sufficiently well so as to be able to predict the fate and optimize remediation of groundwater contaminants. Toward that end, one must be able to predict the performance of the reservoir under various remediation schemes. To do this, a model of the reservoir and its flow processes must be constructed
to yield information about the complex phenomena accompanying different remediation strategies.

There are four major stages to the modeling process. First, a physical model of the flow processes is developed incorporating as much geology, chemistry, and physics as is deemed necessary to describe the essential phenomena. Second, a mathematical formulation of the physical model is obtained, usually involving coupled systems of nonlinear, time-dependent partial differential equations. Third, once the properties of the mathematical model, such as existence, uniqueness, and regularity of the solution, are sufficiently well understood, a discretized numerical model of the mathematical equations is produced. A numerical model is determined that has the required properties of accuracy and stability and that produces solutions representing the basic physical features as well as possible without introducing spurious phenomena associated with the specific numerical scheme. Finally, a computer code capable of efficiently performing the necessary computations for the numerical model is developed. The total modeling process encompasses aspects of each of these four intermediate steps.

The modeling process is not completed with one pass through these four steps. Once a computer code has been developed which gives concrete quantitative results for the total model, this output is compared with corresponding measured observations of the physical process. If the results do not match well, one iterates back through the complete modeling process, changing the various intermediate models in ways to obtain a better correlation between the physical measurements and the computational results. Often, many iterations of this modeling loop are necessary to obtain reasonable models for the highly complex physical phenomena describing contaminant remediation processes.

The trends in reservoir modeling are contained in three broad topics: 1) obtaining better reservoir descriptions and incorporating these descriptions in reservoir simulators, 2) modeling the complex multiphase flow processes and developing accurate discretization schemes for these models, and 3) developing algorithms that can exploit the potential of the emerging computing architectures (particularly the potential parallelism of the parallel/vector architectures). We will briefly discuss these major trends in this paper and describe the contribution of each of the papers in this book in these areas.

## 2 Reservoir Characterization

The processes of both single and multiphase flow involve convection, or physical transport, of fluids through a heterogeneous reservoir. The equations used to simulate this flow at a macroscopic level are variations of Darcy's law. Darcy's law has been derived via a volume averaging of the Navier-Stokes equations [85], which govern flow through the reservoir at a microscopic or pore-volume level. Reservoirs themselves have scales of heterogeneity ranging from pore-level to field scales. In the standard averaging process for Darcy's law, many important physical phenomena which may eventually govern the macroscopic flow are lost. The further averaging of the reservoirs and fluid properties necessary to use grid blocks of the size of $10-10^{2}$ meters in field-scale simulators further complicates the modeling process. Certain techniques have been developed to address these scaling problems. One of them is discussed in Arbogast's paper in this book on scaling up fine grid information to coarse scales in an approximation to a nonlinear two-phase flow problem in porous media.

## 3 Model Equations for Reservoir Flow

Although the techniques that we will discuss apply equally well to the recovery of hydrocarbon and the transport of contaminants through the saturated or unsaturated soil zones, we will describe the multiphase flow processes in the terminology of transport of contaminants in groundwater.

The simplest and the most popular is the model of fully saturated incompressible reservoirs. In this case the water (or the liquid) phase occupies the whole pore space and the flow is due to the nonuniform pressure distribution. The mathematical formulation is based on the mass balance equation and Darcy's law (see, e.g., [7, 69])

$$
\begin{equation*}
\nabla \cdot(\rho \mathbf{u})=F \quad \text { and } \quad \mathbf{u}=-\frac{\mathbf{K}}{\mu}(\nabla p-\rho \mathbf{g}) \quad \text { in } \Omega, t>0 \tag{3.1}
\end{equation*}
$$

where $\Omega \subset \mathbf{R}^{3}$ represents a reservoir, $\mathbf{u}$ is the volumetric flux of water, $F$ is the source or sink of fluid, $\rho$ is the fluid density, $\mathbf{K}$ is the absolute permeability tensor, $\mu$ is the dynamic fluid viscosity, $p$ is the fluid pressure, and $\mathbf{g}$ is the acceleration vector due to gravity.

Darcy's law provides a relation between the volumetric flux in the mass conservation equation and the pressure in the fluid. This relation is valid for
viscous dominated flows which occur at relatively low velocities.
The transport of a contaminant that is dissolved in the water is described by the following equation:

$$
\begin{equation*}
\frac{\partial(\theta c)}{\partial t}+\nabla \cdot(\rho \mathbf{u} c)-\nabla \cdot(\theta \mathbf{D} \nabla c)+\beta \theta c=G(c) \quad \text { in } \Omega, t>0 \tag{3.2}
\end{equation*}
$$

where $c$ is the concentration of the contaminant, $\mathbf{D}$ is the dispersion tensor, $\beta$ is the reaction rate, $\theta=\phi \rho, \phi$ is the porosity, and $G$ is the source/sink term. The form of the diffusion/dispersion tensor $\mathbf{D}$ is given by

$$
\mathbf{D}=d_{m} I+|\mathbf{u}|\left[d_{l} E(\mathbf{u})+d_{t}(I-E(\mathbf{u}))\right]
$$

where $E_{i j}(\mathbf{u})=u_{i} u_{j} /|\mathbf{u}|^{2}, d_{m}$ is the molecular diffusion coefficient, and $d_{l}$ and $d_{t}$ are the longitudinal and transverse dispersion coefficients, respectively. In general, $d_{l} \approx 10 d_{t}$, but this may vary greatly with different soils, fractured reservoir, etc. Also, the viscosity $\mu$ in equation (3.1) is assumed to be determined by some mixing rule. In addition to equations (3.1) and (3.2), initial and boundary conditions are specified. The flow at injection and production wells is modeled in equations (3.1) and (3.2) via point or line sources and sinks.

When either an air or vapor phase or a nonaqueous phase liquid contaminant (NAPL) is present, the equations describing two phase, immiscible flow in a horizontal reservoir are given by

$$
\begin{align*}
& \frac{\partial\left(\phi \rho_{w} S_{w}\right)}{\partial t}-\nabla \cdot\left(\mathbf{K} \frac{\rho_{w} k_{r w}}{\mu_{w}} \nabla\left(p_{w}-\rho_{w} \mathbf{g}\right)\right)=q_{w} \rho_{w}  \tag{3.3}\\
& \frac{\partial\left(\phi \rho_{a} S_{a}\right)}{\partial t}-\nabla \cdot\left(\mathbf{K} \frac{\rho_{a} k_{r a}}{\mu_{a}} \nabla\left(p_{a}-\rho_{a} \mathbf{g}\right)\right)=q_{a} \rho_{a}
\end{align*}
$$

where the subscripts $w$ and $a$ refer to the water and air phases, respectively, $S_{i}$ is the saturation, $p_{i}$ is the pressure, $\rho_{i}$ is the density, $k_{r i}$ is the relative permeability, $\mu_{i}$ is the viscosity, and $q_{i}$ is the external flow rate, each with respect to the $i$ th phase. The saturations sum to unity and thus one of them can be eliminated. The pressure between the two phases is described by the capillary pressure

$$
p_{c}\left(S_{w}\right)=p_{a}-p_{w}
$$

Although formally the system in equations (3.1) and (3.2) seems quite different from system (3.3), the latter system may be rearranged in a form which very closely resembles the former system. To use the same basic simulation techniques in our sample computations to treat both miscible and immiscible displacement, we will follow the ideas of Chavent [17].

The global pressure $p$ and total velocity $\mathbf{v}$ formulation of a two-phase water $(w)$ and air (a) flow model is given by the following equations [30]:

$$
\begin{align*}
& S_{a} c_{a} \frac{d p}{d t}+\nabla \cdot \mathbf{v}=-\frac{\partial \phi(p)}{\partial t}+q\left(x, S_{w}, p\right) \\
& \mathbf{v}=-\mathbf{K} \lambda\left(\nabla p-\mathbf{G}_{\lambda}\right)  \tag{3.4}\\
& \phi \frac{\partial S_{w}}{\partial t}+\nabla \cdot\left(f_{w} \mathbf{v}-\mathbf{G}_{\mathbf{1}}-\mathbf{D}\left(S_{w}\right) \cdot \nabla S_{w}\right)=-S_{w} \frac{\partial \phi(p)}{\partial t}+q_{w}
\end{align*}
$$

where $\mathbf{G}_{\mathbf{1}}=\mathbf{K} \lambda_{a} q_{w}\left(\rho_{a}-\rho_{w}\right) \mathbf{g}$. The global pressure and total velocity are defined by

$$
p=\frac{1}{2}\left(p_{w}+p_{a}\right)+\frac{1}{2} \int_{S_{c}}^{S_{w}} \frac{\lambda_{a}-\lambda_{w}}{\lambda} \frac{d p_{c}}{d \xi} d \xi \quad \text { and } \quad \mathbf{v}=\mathbf{v}_{w}+\mathbf{v}_{a}
$$

where $p_{c}\left(S_{c}\right)=0$. Further, $d / d t \equiv \phi(\partial / \partial t)+\mathbf{v}_{a} / S_{a} \cdot \nabla, \lambda=\lambda_{w}+\lambda_{a}$ is the total mobility, and $\lambda_{i}=k_{r i} / \mu_{i}, i=w, a$, is the mobility for water and air. The gravity force $G_{\lambda}$ and capillary diffusion term $D(S)$ are expressed as

$$
\begin{equation*}
\mathbf{G}_{\lambda}=\frac{\lambda_{w} \rho_{w}+\lambda_{a} \rho_{a}}{\lambda} \mathbf{g} \quad \text { and } \quad \mathbf{D}\left(S_{w}\right)=-\mathbf{K} \lambda_{a} f_{w} \frac{d p_{c}}{d S_{w}} \tag{3.5}
\end{equation*}
$$

and the compressibility $c_{a}$ and fractional flow of water $f_{w}$ are defined by

$$
c_{a}=\frac{1}{\rho_{a}} \frac{d \rho_{a}}{d p_{a}} \quad \text { and } \quad f_{w}=\frac{\lambda_{w}}{\lambda}
$$

We note that in this formulation the only diffusion/dispersion term is capillary mixing described by equation (3.5).

The equations presented above describe multiphase and multicomponent flow in reservoirs. They can be used to simulate various production strategies in an attempt to understand and optimize hydrocarbon recovery or remediation strategies for contaminant removal. However, to use these equations effectively, parameters that describe the soil, rock, and fluid properties for the particular reservoir application must be input into the model. The relative permeabilities, which are nonlinear functions of the water saturation, can be estimated via laboratory experiments using reservoir cores and resident fluids. In the groundwater literature, often both the specific storativity $\theta=\rho_{w} S_{w}$ and the relative permeabilities are estimated using parameter fitting of certain function forms (see, e.g., van Genuchten [80]). The popularity of the van Genuchten fits comes from the fact that they produce smooth, differentiable functions that are easy to handle numerically. Similarly, fluid viscosities are relatively easy to obtain. However, the permeability tensor
$\mathbf{K}$, the porosity $\phi$, the capillary pressure curve $p_{c}\left(S_{w}\right)$, and the diffusion and dispersion coefficients are effective values that must be obtained from local properties via scaling techniques. In addition, the inaccessibility of the reservoir to measurement of even the local properties increases the difficulties. See [49, 52, 53, 73, 84] and the references contained therein for a survey of parameter estimation and history-matching techniques which have been applied.

Even if complete information is known about the reservoir properties in a highly heterogeneous reservoir, the problem of how to represent this reservoir on coarse-grid blocks of different length scales still remains. The power of supercomputers must be brought to bear for simulation studies using homogenization and statistical averaging to represent fine-scale phenomena on coarser grids.

Most of the papers in this book deal with the model equations presented in this section; other papers handle slightly different flow equations such as the elastic porous medium model by Chen-Ewing-Lyons-Qin-Sun-Yale, the non-Darcy well models by Garanzha-Konshin-Lyons-Papavassiliou-Qin, the lattice Boltzmann models for energy equations by Y. Li, the non-Newtonian flow by Ming-Shi, the omega equations by Villatoro-Garcia-Lafuente, and the Volterra integral equations of the first kind for the determination of capillary pressure functions by Subbey-Nordtvedt and Wang-Xiao. The mathematical and numerical techniques developed here can be possibly extended to more complicated model equations [24, 25, 33]. Error analysis for the numerical methods described in this paper for equation (3.4) has been carried out in [23, 26) 29].

## 4 Mathematical Results

The differential equations presented in the previous section have been studied in the past few decades. Existence of weak solutions to these equations under the assumption that the fluids are incompressible has been established [1, 2, 3, 18, 20, 28, 66, 70, 71. Recently, uniqueness and regularity of the weak solutions has been studied [20, 21. The degeneracy and strong coupling of these differential equations makes it very hard to study them. In particular, these mathematical properties for compressible fluids have not been obtained yet. Also, due to the degeneracy and strong coupling, the solutions do not have much regularity 20, 21. Any attempt to obtain error estimates for the
numerical methods described in this paper and other papers in this book for these differential equations has to respect the minimum regularity [29].

## 5 Mixed Methods for Accurate Velocity Approximations

There are two major sources of error in the methods currently being utilized for finite difference discretizations of equation (3.4). The first occurs in the approximation of the fluid pressure and velocity. The second comes from the techniques for upstream weighting to stabilize the saturation equation in (3.4). In this section, we describe the mixed finite element method for the accurate approximation of the total velocity $\mathbf{v}$. Some alternate upstreamweighting techniques developed from a finite element context were presented in Ewing et al. 50.

Among the disadvantages of the conforming discretizations are the lack of local mass conservation of the numerical model and some difficulties in computing the phase velocities needed in the transport and saturation equations. The straightforward numerical differentiation is far from being justifiable in problems formulated in a highly heterogeneous reservoir with complex geometry. On the other hand, the mixed finite element method [14] offers an attractive alternative. In fact, this method conserves mass cell by cell and produces a direct approximation of the two variables of interest-pressure and velocity. Below we explain briefly the mixed finite element method for the pressure equation.

To describe the mixed method we introduce two Hilbert spaces

$$
W=L^{2}(\Omega), \quad \boldsymbol{V}=\left\{\varphi \in L^{2}(\Omega)^{3}, \nabla \cdot \varphi \in L^{2}(\Omega)\right\}
$$

The pressure equation is written in the following mixed weak form: Find $(p, \mathbf{v}) \in W \times \boldsymbol{V}$ such that

$$
\begin{array}{ll}
(A \mathbf{v}, \boldsymbol{\varphi})-(p, \nabla \cdot \boldsymbol{\varphi})=\left(\mathbf{G}_{\lambda}, \boldsymbol{\varphi}\right) & \forall \boldsymbol{\varphi} \in \boldsymbol{V}, t>0 \\
\left(C\left(p, S_{a}\right) \frac{\partial p}{\partial t}, \psi\right)+(\nabla \cdot \mathbf{v}, \psi)=\left(f\left(p, S_{w}\right), \psi\right) & \forall \psi \in W, t>0 \tag{5.1}
\end{array}
$$

with $p(0) \in L^{2}(\Omega)$ being the given initial pressure, where $C\left(p, S_{a}\right)=S_{a} c_{a}$ and $A=(\mathbf{K} \lambda)^{-1}$. We note that $A$ is always symmetric and positive definite which leads to a well defined problem. This is in contrast to system (3.3) where the relative permeability $k_{r \alpha}$ vanishes when the phase $\alpha$ is absent in
some subregion of $\Omega$. We note that if there were nonhomogeneous boundary conditions on $\partial \Omega$ they should be added to the right-hand side $\left(f\left(p, S_{w}\right), \psi\right)$. Corresponding changes in the bilinear forms in the left-hand side should be introduced in the case of Robin boundary conditions. Obviously, equation (5.1) forms a nonlinear problem. To solve it, one can use the Picard linearization (see, e.g., [18]) or any other feasible approach.

We triangulate the domain $\Omega$ into elements, say, simplexes, rectangular parallelepipeds, and/or prisms, with characteristic diameter $h$. Let $W_{h} \subset W$ and $\boldsymbol{V}_{h} \subset \boldsymbol{V}$ be the Raviart-Thomas-Nedelec [76, 75, the Brezzi-Douglas-Fortin-Marini [12], the Brezzi-Douglas-Marini [13], the Brezzi-Douglas-DuránFortin [11], or the Chen-Douglas [22] mixed finite element space associated with the triangulation and time discretization $t_{n}=n \Delta t, n=0,1, \ldots$ The mixed finite element solution $\left(P^{n}, \boldsymbol{V}^{n}\right) \in W_{h} \times \boldsymbol{V}_{h}$ satisfies

$$
\begin{array}{ll}
\left(A^{n} \boldsymbol{V}^{n}, \boldsymbol{\varphi}_{h}\right)-\left(\nabla \cdot \boldsymbol{\varphi}_{h}, P^{n}\right)=\left(\mathbf{G}_{\lambda}^{n}, \boldsymbol{\varphi}_{h}\right) & \forall \boldsymbol{\varphi}_{h} \in \mathbf{V}_{\mathbf{h}} \\
\frac{1}{\Delta t}\left(C^{n}\left(P^{n}-P^{n-1}\right), \psi_{h}\right)+\left(\nabla \cdot \boldsymbol{V}^{n}, \psi_{h}\right)=\left(f^{n}, \psi\right) & \forall \psi_{h} \in W_{h} \tag{5.2}
\end{array}
$$

with $P^{0} \in W_{h}$ expressed through given initial datum.
This is an implicit in time Euler approximation of a nonlinear problem which can be solved by Picard or Newton iterations. Obviously, one can easily formulate the Crank-Nicolson scheme.

The resulting system of linear equations has the form of a saddle point problem defined on a pair of finite dimensional spaces $W_{h}$ and $\boldsymbol{V}_{h}$ :

$$
\left(\begin{array}{cc}
\mathbf{A} & \mathbf{B}^{T} \\
\mathbf{B} & -\mathbf{D}
\end{array}\right)\binom{\boldsymbol{V}^{n}}{P^{n}}=\binom{F}{G}
$$

where $F \in \boldsymbol{V}_{h}$ and $G \in W_{h}$ are given and $P^{n} \in W_{h}$ and $\boldsymbol{V}^{n} \in \boldsymbol{V}_{h}$ represent the unknown approximate solution on the time level $t_{n}$. Here $\mathbf{A}: \boldsymbol{V}_{h} \mapsto \boldsymbol{V}_{h}$ is a linear symmetric and positive definite operator, the linear map $\mathbf{B}^{T}: W_{h} \mapsto$ $\boldsymbol{V}_{h}$ is the adjoint of $\mathbf{B}: \boldsymbol{V}_{h} \mapsto W_{h}$, and $\mathbf{D}: W_{h} \mapsto W_{h}$ is either $(1 / \Delta t) \mathbf{M}$ with $\mathbf{M}$ similar to the mass matrix in $W_{h}$ for time dependent problems or $\mathbf{0}$ for steady state problems. The existence and uniqueness of a solution is guaranteed by the fact that the pair of spaces $\left(W_{h}, \boldsymbol{V}_{h}\right)$ satisfies the inf-sup condition of Babuška-Brezzi [14].

This is an indefinite system with a large number of unknowns. Such type of systems is more difficult to solve compared with the definite systems. However, the popularity of the mixed method has increased considerably as a consequence of the progress made in recent years in developing efficient
algorithms for solving this indefinite system (see, e.g., [4, 9, 10, 19, 31, 32, [34. 56, 64, 65, 77]). The mixed method for approximating accurately the total velocity $\mathbf{v}$ is used in this paper. This method is further examined and exploited in the papers by Arbogast, Douglas-Pereira-Yeh, Garanzha-Konshin-Lyons-Papavassiliou-Qin, Huang-Spagnuolo, Ming-Shi, Qin-Wang-Ewing-Espedal, Wang-Li, Russell, D. Yang, and Yuan in this book.

## 6 Characteristics-Based Techniques

In multiphase or multicomponent flow models, the convective, hyperbolic part is a linear function of the velocity. An operator-splitting technique has been developed to solve the purely hyperbolic part by time stepping along the associated characteristics [40, 54, 55, 78]. We first obtain the non-divergence form of equation (3.2) with $\theta=1$ by using the product rule for differentiation on the $\nabla \cdot(\mathbf{u c})$ term and applying equation (3.1) to obtain

$$
\begin{equation*}
\phi \frac{\partial c}{\partial t}+\mathbf{u} \cdot \nabla c-\nabla \cdot(\mathbf{D} \nabla c)=q(\tilde{c}-c) . \tag{6.1}
\end{equation*}
$$

Next, the first and second terms in equation (6.1) are combined to form a directional derivative along what would be the characteristics for the equation if the tensor $\mathbf{D}$ were zero. The resulting equation is

$$
\begin{equation*}
\nabla \cdot(\mathbf{D} \nabla c)+q(\tilde{c}-c)=\phi \frac{\partial c}{\partial t}+\mathbf{u} \cdot \nabla c \equiv \phi \frac{\partial c}{\partial \tau} \tag{6.2}
\end{equation*}
$$

The system obtained by modifying equations (3.1) and (3.2) in this way is solved sequentially. An approximation for $\mathbf{u}$ is first obtained at time level $t=t^{n}$ from a solution of equation (3.1) with the fluid viscosity $\mu$ evaluated via some mixing rule at time level $t^{n-1}$. Equation (3.1) can be solved by the mixed finite element method for a more accurate fluid velocity as in the last section. Let $C^{n}(x)$ and $\mathbf{U}^{n}(x)$ denote the approximations of $c(x, t)$ and $\mathbf{u}(x, t)$, respectively, at time level $t=t^{n}$. The directional derivative is then discretized along the "characteristic" mentioned above as

$$
\begin{equation*}
\phi \frac{\partial c}{\partial \tau}\left(x, t^{n}\right) \approx \phi \frac{C^{n}(c)-C^{n-1}\left(\bar{x}^{n-1}\right)}{\Delta t} \tag{6.3}
\end{equation*}
$$

where $\bar{x}^{n-1}$ is defined for an $x$ as

$$
\begin{equation*}
\bar{x}^{n-1}=x-\frac{\mathbf{U}^{n}(x) \Delta t}{\phi} \tag{6.4}
\end{equation*}
$$

This technique is a discretization back along the "characteristic" generated by the first-order derivatives from equation (6.2). Equations (6.3) and (6.4) are useful if the characteristics do not change much in each time step. In general, several "micro" steps may be necessary to trace accurately the characteristic back through a full time step. Although the advection-dominance in the original equation (6.2) makes it non-self-adjoint, the form with the directional derivative is self-adjoint and discretization techniques for self-adjoint equations can be utilized. This modified method of characteristics (MMOC) can be combined with either finite difference or finite element spatial discretizations.

In multiphase flow, the convective part is nonlinear. A similar opera-tor-splitting technique to solve the saturation equation in (3.4) needs reduced time steps because the pure hyperbolic part may develop shocks. An operator-splitting technique has been developed for multiphase flow [35, 36 [37, 43, 44, 45] which retains the long time steps in the characteristic solution without introducing serious discretization errors.

When the gravity term is ignored and the porosity of the reservoirs does not change with time in equation (3.4), the operator splitting gives the following set of equations (with $S=S_{w}$ ):

$$
\begin{equation*}
\phi \frac{\partial \bar{S}}{\partial t}+\frac{d}{d S} \mathbf{f}^{m}(\bar{S}) \cdot \nabla \bar{S} \equiv \phi \frac{d \bar{S}}{d \tau}=0, \quad t_{m} \leq t \leq t_{m+1}, \tag{6.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi \frac{\partial S}{\partial \tau}+\nabla \cdot\left(\mathbf{b}^{m}(S) S\right)-\nabla \cdot(D(S) \nabla S)=\mathbf{q}(\mathbf{x}, t), \quad t_{m} \leq t \leq t_{m+1} \tag{6.6}
\end{equation*}
$$

with proper initial and boundary conditions. As noted earlier, the saturation $S$ is coupled to the pressure/velocity equations, which are solved by the mixed finite element method described in the last section.

The splitting of the fraction flow function into the two parts $\mathbf{f}^{m}(S)+\mathbf{b}(S) S$ is constructed [44] such that $\mathbf{f}^{m}(S)$ is linear in the shock region, $0 \leq S \leq$ $S_{1}<1$, and $\mathbf{b}(S) \equiv 0$ for $S_{1} \leq S \leq 1$. Further, equation (6.5) produces the same unique physical solution after a shock has been completely formed as

$$
\begin{equation*}
\frac{\partial S}{\partial t}+\nabla \cdot\left(\mathbf{f}^{m}(S)+\mathbf{b}(S) S\right)=0 \tag{6.7}
\end{equation*}
$$

with an entropy condition imposed. This means that, for a fully developed shock, the characteristic solution of equation (6.5) always produces a unique solution and, as in the single-phase case, we may use long time steps $\Delta t$ without loss of accuracy.

The solution of equation (6.6) via a variational method leads to the following Petrov-Galerkin equations:

$$
\begin{align*}
B\left(S_{h}^{m}, \varphi_{i}\right) \equiv & \left(\phi S_{h}^{m+1}, \varphi_{i}\right)-\left(\Delta t \mathbf{b}\left(\mathbf{x}, t^{m}\right) S_{h}^{m+1}, \nabla \varphi_{i}\right) \\
& \quad+\left(\Delta t D\left(\mathbf{x}, t^{m}\right) \nabla S_{h}^{m+1}, \nabla \varphi_{i}\right)  \tag{6.8}\\
=( & \left.g_{h}^{m}\left(\mathbf{x}, t^{m}\right), \varphi_{i}\right), \quad i=1,2, \ldots, N, S_{h}^{m} \in M_{h}, \varphi_{i} \in N_{h}
\end{align*}
$$

where $M_{h}$ and $N_{h}$ are the trial and test spaces spanned by $\left\{\theta_{i}\right\}$ and $\left\{\varphi_{i}\right\}, i=$ $1,2, \ldots, N$, respectively. $B(\cdot, \cdot)$ given by equation (6.8) is a nonsymmetrical bilinear form with spatially-dependent coefficients.

To obtain equation (6.8), we have used the characteristic solution from equation (6.5) to approximate $(\partial / \partial \tau) S$ and the nonlinear coefficients in equation (6.6). The nonsymmetry in the bilinear form $B(\cdot, \cdot)$ is caused by the nonlinearity of the convective part of the equation, represented by the term $\mathbf{b}(S) S$. This term balances the diffusion forces in the shock region after a traveling front has been established.

Unfortunately, the MMOC techniques described above generally do not conserve mass. Also, the proper method for treating boundary conditions in a conservative and accurate manner using these techniques is not obvious. Recently, Celia, Russell, Herrera, and Ewing have devised Eulerian-Lagrangian localized adjoint methods (ELLAM) [16] 68, a set of schemes that are defined expressly for conservation of mass properties.

The ELLAM formulation was motivated by localized adjoint methods [15, 67, which are one form of the optimal test function methods [6, 37, 39, 44]. We briefly describe these methods. Let

$$
L u=f, \quad x \in \Sigma=\Omega \quad \text { or } \quad(x, t) \in \Sigma=\Omega \times J
$$

denote a partial differential equation in space or space-time, where $J$ is the time interval of interest. Integrating against a test function $\phi$, we obtain the weak form

$$
\int_{\Sigma} L u \phi d \omega=\int_{\Sigma} f \phi d \omega
$$

If we choose test functions $\phi$ to satisfy the formal adjoint equation $L^{*} \phi=0$ and $\phi=0$ on the boundary, except at certain nodes or edges denoted by $\ell_{i}$, then integration by parts (the divergence theorem in higher dimensions) yields

$$
\sum_{i} \int_{\ell_{i}} u L^{*} \phi d \omega=\int_{\Sigma} f \phi d \omega
$$

Various different test functions can be used to focus upon different types of information. Herrera has built an extensive theory around this concept; see [67] for references. The theory is quite general and can deal with situations where distributions do not apply, such as when both $u$ and $\phi$ are discontinuous.

As in the work of Demkowitz and Oden [39], we want to localize these test functions to maintain sparse matrices. Certain choices of space-time test functions which are useful for linear equations of the form (3.2) have been described in 39, 79].

The ELLAM techniques have been extended to a wide variety of applications [33, 38, 57, 58, 59, 60, 61, 62, 63, 81, 82, 83]. Optimal order error estimates have been developed for advection [59], advection-diffusion [62 82], advection-reaction [57, 58, 59, 61, 62, 83], and advection-diffusion-reaction [60. 81] systems. These techniques are further studied and applied in the papers by DeVore-Wang-Liu-Xu, Qin-Wang-Ewing-Espedal, Wang-Al-Lawatia, and Wang-Liang-Ewing-Lyons-Qin in this book.

Recently, in the study of computational geosciences, a new locally conservative Euler-Lagrangian method (LCELM) was introduced by Douglas, Pereira, and Yeh [42]. This technique is an extension of the characteristicmixed method for transport-dominated diffusion processes introduced by Arbogast and Wheeler [5]. The extension properly treats nonlinear problems. It was shown [42] that the LCELM technique is superior to the MMOC and the modified method of characteristics with adjust advection (MMOCAA) [41] techniques. The LCELM conserves mass locally, the MMOCAA does it globally, and the MMOC does not at all. The LCELM technique is further considered in the papers by Douglas-Pereira-Yeh and Huang-Spagnuolo in this book. Both the LCELM and characteristic-mixed techniques in [5] can be formulated in the ELLAM framework.

Because of its simplicity, the MMOC technique is still popular. It is being applied for compressible flow problems in the papers by Cheng-Wang, D. Yang, Yu-Wu, Yuan, and Zhao in this book.

## 7 Local Grid-Refinement and Domain Decomposition Techniques

Many time-dependent fluid flow problems involve both large-scale processes and highly localized phenomena that are often critical to the overall chemi-
cal and physical behaviors of the flows. For large-scale applications, it is frequently impossible to use a uniform grid which is sufficiently fine to resolve the local phenomena without yielding numbers of unknowns that will overburden even the largest of today's supercomputers. Since these local processes are often dynamic, efficient numerical simulation requires the ability to perform dynamic self-adaptive local grid refinement. The need for adaptive techniques has provided the impetus for the development of local grid-refinement software tools, some of which are used in day-to-day applications for small- to mid-size problems. Software and engineering tools capable of dynamic local grid refinement need to be developed for large-scale, fluid flow applications. The adaptive grid-refinement algorithms must also be closely matched with the architecture features of the new advanced computers to take advantage of possible vector and parallel capabilities.

Normally, local refinement must be performed if a fluid interface is located within the coarse-grid block to resolve the solution there. A slightly different strategy is to make the region of local refinement big enough so that we can use the same refinements for several of the large time steps. This local patch refinement technique [8, 27, [51, 74] has proved to be very effective for obtaining local resolution around fixed singular points such as wells in a reservoir. Adaptive grid-refinement techniques utilizing the patch technique have been presented in several surveys (see, e.g., [46] 47]). The patch technique has been incorporated efficiently in existing multiphase industrial reservoir simulation codes. Results for the SPE Comparison projects number 1 and 2 were presented in [48]. The local refinement was both efficient and effective since excellent results were obtained without destroying the efficiency of the original codes.

The difficult problem with these techniques is the communication of the solution between the fine and coarse grids. The domain decomposition technique described in [72] gives accurate and efficient treatment of the communication problem. General domain decomposition techniques are applied and analyzed for flow problems in the papers by Alboin-Jaffré-Roberts-WangSerres, Bastian-Chen-Ewing-Helmig-Jakobs-Reichenberger, Li-Ma, Ma-Zhu, Reme-Oye-Espedal-Fladmark, Sheen, Shi-Xu, D. Yang, and H. Zhang in this book.
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# Domain Decomposition for Some Transmission Problems in Flow in Porous Media 
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#### Abstract

A variety of models are considered: one-phase flow in a porous medium, two-phase flow in a porous medium with two rock types, and one-phase flow in a porous medium with fractures. For each of these models the domain of calculation is divided into subdomains corresponding to the physics of the problem. Then it is shown how to rewrite the problems as interface problems to use nonoverlapping domain decomposition.
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## 1 Introduction

Domain decomposition methods have been studied for the most part as algebraic tools for solving problems on parallel machines: see 10 for a review of these methods. However, in many models of flow in porous media arising from environmental problems in the subsurface as well as from reservoir simulation, the domain of calculation is naturally divided into subdomains corresponding to the physics of the problem. Therefore, it is reasonable to construct nonoverlapping domain decomposition methods which can take into account the coupling of the physical phenomena taking place in the subdomains. In these methods one rewrites the global problem as a problem with unknowns on the subdomain interfaces.

After presenting the single phase flow in $\S 2$, we show in $\S 3$ and $\S 4$ how it applies to more complex problems: two-phase flow in a porous medium with two rock types and one-phase flow in a porous medium with fractures.


Figure 1: The domain $\Omega$ divided into two subdomains $\Omega_{1}$ and $\Omega_{2}$.

## 2 Single Phase Darcy Flow

We consider first the simple case of an incompressible single phase flow in a porous medium. The flow is governed by the equations

$$
\begin{equation*}
\operatorname{div} \vec{\varphi}=0, \quad \vec{\varphi}=-K \vec{\nabla} p, \quad \text { in } \Omega \tag{2.1}
\end{equation*}
$$

where $\Omega$ is a polygonal domain. The unknowns $\vec{\varphi}$ and $p$ are the Darcy velocity and the fluid pressure and the coefficient $K$ is the absolute permeability which may depend on $x \in \Omega$. To equations (2.1) we add the boundary conditions

$$
\begin{equation*}
p=p_{d} \quad \text { on } \partial \Omega_{D}, \quad \vec{\varphi} \cdot \vec{n}=q_{d} \quad \text { on } \partial \Omega_{N} \tag{2.2}
\end{equation*}
$$

where $\vec{n}$ denotes the outward normal to $\Omega . \partial \Omega_{D}$ is the part of the boundary of $\Omega$ supporting Dirichlet boundary conditions and $\partial \Omega_{N}$ the part supporting Neumann boundary conditions, with $\partial \Omega=\partial \Omega_{D} \cup \partial \Omega_{N}$.

Now we divide the domain $\Omega$ into two polygonal subdomains $\Omega_{1}$ and $\Omega_{2}$ and we denote by $\Gamma$ the interface between the subdomains: $\Gamma=\bar{\Omega}_{1} \cap \bar{\Omega}_{2}$ (see Fig. (1).

If we denote by $\left(\vec{\varphi}_{i}, p_{i}\right), i=1,2$, the restriction of the solution of the system of equations (2.1) and (2.2) to the subdomain $\Omega_{i}$, then we have

$$
\begin{align*}
& \operatorname{div} \vec{\varphi}_{i}=0, \quad \vec{\varphi}_{i}=-K_{i} \vec{\nabla} p_{i} \quad \text { in } \Omega_{i}  \tag{2.3}\\
& p_{i}=p_{d} \quad \text { on } \partial \Omega_{i} \cap \partial \Omega_{D}, \quad \vec{\varphi} \cdot \overrightarrow{n_{i}}=q_{d} \quad \text { on } \partial \Omega_{i} \cap \partial \Omega_{N}
\end{align*}
$$

with the transmission conditions

$$
\begin{equation*}
p_{1}=p_{2}, \quad \vec{\varphi}_{1} \cdot \vec{n}_{1}=\vec{\varphi}_{2} \cdot \vec{n}_{2} \quad \text { on } \Gamma . \tag{2.4}
\end{equation*}
$$

Here $\vec{n}_{i}$ is the outward normal to $\Omega_{i}$. These conditions express continuity of the pressure and mass conservation.

Let us now discretize the subdomains $\Omega_{i}$ with a mesh $\mathcal{T}_{i}$ of triangles or parallelograms. To simplify we will assume that the two subdomain meshes
are conforming in the sense that their union forms a regular discretization of the whole domain $\Omega$. We denote by $\mathcal{E}_{i}$ the set of edges associated to $\mathcal{T}_{i}$.

To approximate the problem we use the Raviart-Thomas mixed finite elements of lowest order 9, 1]. For this purpose we introduce the approximation spaces

$$
\begin{aligned}
& \vec{X}_{i}(g)=\left\{\vec{v} \in \overrightarrow{R T_{0}}\left(\Omega_{i}\right) \mid \vec{v} \cdot \vec{n}_{i}=g \text { on } \partial \Omega_{i} \cap \partial \Omega_{N}\right\}, \\
& M_{i}=\left\{q \in L^{2}\left(\Omega_{i}\right) \mid q_{\mid C} \in P_{0}(C), C \in \mathcal{T}_{i}\right\}, \quad N=\prod_{E \in \Gamma} P_{0}(E) .
\end{aligned}
$$

Here $\overrightarrow{R T_{0}}\left(\Omega_{i}\right)$ denotes the Raviart-Thomas space of lowest order [8]; functions in this space are uniquely defined by their flux through the edges of $\mathcal{E}_{i}$. The Darcy velocity $\vec{\varphi}_{i}$ is calculated in this space. $P_{0}$ denotes the space of constants and $M_{i}$ and $N$ are spaces of piecewise constant functions defined on $\Omega_{i}$ and on $\Gamma$ respectively. The pressure $p_{i}$ inside $\Omega_{i}$ is approximated in $M_{i}$ and the pressure on $\Gamma$ denoted by $\lambda$ is approximated in $N$. We will use the same notation for the approximating functions as for the solution of the continuous problem and we assume now that the boundary data functions $p_{d}$ and $q_{d}$ are constant on each interval of the discretized boundary $\partial \Omega$.

To solve the problem by nonoverlaping domain decomposition techniques we follow ideas from [5] to reduce the problem in $\Omega$ to an interface problem on $\Gamma$. We introduce Dirichlet-to-Neumann operators $\mathcal{S}_{i}$ associated to each subdomain $\Omega_{i}$ as follows. Given $\lambda_{i}$ in $N$ we solve the problem

Find $\vec{\varphi}_{i} \in \vec{X}_{i}\left(q_{d}\right), p_{i} \in M_{i}$ such that

$$
\begin{align*}
& \int_{\Omega_{i}} \operatorname{div} \vec{\varphi}_{i}=0 \\
& \int_{\Omega_{i}} K^{-1} \vec{\varphi}_{i} \cdot \vec{v}-\int_{\Omega_{i}} p_{i} \operatorname{div} \vec{v}+\int_{\partial \Omega_{i} \cap \partial \Omega_{D}} p_{d} \vec{v} \cdot \vec{n}_{i}  \tag{2.5}\\
& \quad+\int_{\Gamma} \lambda_{i} \vec{v} \cdot \vec{n}_{i}=0, \quad \forall \vec{v} \in \vec{X}_{i}(0) .
\end{align*}
$$

Then we define $\mathcal{S}_{i}$ by

$$
\begin{equation*}
\mathcal{S}_{i}\left(\lambda_{i}\right)=\left.\vec{\varphi}_{i} \cdot \vec{n}_{i}\right|_{\Gamma} . \tag{2.6}
\end{equation*}
$$

Our problem can now be rewritten as the interface problem

$$
\begin{equation*}
\text { Find } \lambda_{i} \in N, i=1,2, \quad \text { such that } \lambda_{1}=\lambda_{2}, \mathcal{S}_{1}\left(\lambda_{1}\right)+\mathcal{S}_{2}\left(\lambda_{2}\right)=0 \tag{2.7}
\end{equation*}
$$

The first equality corresponds to pressure continuity while the second corresponds to mass conservation (see equation (2.4)). The Dirichlet-to-Neumann
operators $\mathcal{S}_{i}$ are affine. Denote by $\overline{\mathcal{S}}_{i}$ the linear part of $\mathcal{S}_{i}$ and by $\widehat{\mathcal{S}}_{i}$ the constant part: $\mathcal{S}_{i}\left(\lambda_{i}\right)=\overline{\mathcal{S}}_{i}\left(\lambda_{i}\right)+\widehat{\mathcal{S}}_{i}$. With $\lambda=\lambda_{1}=\lambda_{2}$, the domain decomposition method is reduced to the linear problem

$$
\begin{equation*}
\text { Find } \lambda \in N \text { such that }\left(\mathcal{S}_{1}+\mathcal{S}_{2}\right) \lambda=F \tag{2.8}
\end{equation*}
$$

where $F=\widehat{\mathcal{S}}_{1}+\widehat{\mathcal{S}}_{2}$. One can now apply a conjugate gradient method to calculate $\lambda$. Preconditionners have been studied. For instance a NeumannNeumann preconditionner has been presented and analyzed in [6]. For the case of a decomposition with many subdomains where some do not touch the boundary of $\Omega$, the balancing domain preconditionner is robust with respect to strong variations of the permeability $K[7,3]$.

In the following sections we show how these domain decomposition techniques apply to a variety of situations.

## 3 Two-Phase Flow with Two Rock Types

### 3.1 Formulation of the Problem

We consider two-phase incompressible flow and we assume that the domain $\Omega$ is divided into two subdomains $\Omega_{i}$, each subdomain corresponding to a rock type. This means that not only are the porosity and the absolute permeability different in $\Omega_{1}$ and in $\Omega_{2}$ but the relative permeability and capillary pressure curves are also.

Two-phase flow is formulated in terms of a saturation equation and a pressure equation using the global pressure [2]. We assume the flow to be incompressible and we neglect gravity.

The saturation equation expresses volume conservation for the wetting phase (which is equivalent to mass conservation since the flow is assumed to be incompressible), so inside each subdomain $\Omega_{i}$ we have

$$
\begin{align*}
& \Phi_{i} \frac{\partial S_{i}}{\partial t}+\operatorname{div} \vec{\varphi}_{w i}=0,  \tag{3.1}\\
& \vec{\varphi}_{w i}=\vec{r}_{i}+\vec{f}_{i}, \quad \vec{r}_{i}=-K_{i} a_{i}\left(S_{i}\right) \vec{\nabla} S_{i}, \quad \vec{f}_{i}=K_{i} b_{i}\left(S_{i}\right) \vec{\varphi}_{i}
\end{align*}
$$

where $S_{i}=S_{w i}$ is the saturation of the wetting phase $\left(0<S_{i}<1\right)$. Here $\Phi_{i}$ and $K_{i}$ denote the porosity and the absolute permeability, and $\vec{\varphi}_{i}$ is the total Darcy velocity, the sum of the Darcy velocities of the wetting and the nonwetting phases:

$$
\vec{\varphi}_{i}=\vec{\varphi}_{w i}+\vec{\varphi}_{n w i} .
$$

The coefficients $a_{i}$ and $b_{i}$ depend on the mobilities $k_{w i}$ and $k_{n w i}$ and the capillary pressure $p_{c i}$ which are functions of the saturation:

$$
a_{i}=\frac{k_{w i} k_{n w i}}{k_{w i}+k_{n w i}} \frac{d p_{c i}}{d S}, \quad b_{i}=\frac{k_{w i}}{k_{w i}+k_{n w i}} .
$$

The capillary pressure is $p_{c i}=p_{n w i}-p_{w i}$ where $p_{n w i}$ and $p_{w i}$ denote the pressures in the nonwetting and wetting phases.

Plugging the first equation of (3.1) into the second, one obtains for saturation equation a nonlinear parabolic equation of diffusion-advection type. The vector $\vec{r}_{i}$, the diffusive contribution to $\vec{\varphi}_{w i}$, is due to capillary effects and $\vec{f}_{i}$, the advective contribution to $\vec{\varphi}_{w i}$, depends on the total Darcy velocity $\vec{\varphi}_{i}$ which is given by the pressure equation that we now describe.

The pressure equation expresses the conservation of the total volume of the two phases. Since the flow is assumed to be incompressible this takes the form

$$
\begin{equation*}
\operatorname{div} \vec{\varphi}_{i}=0, \quad \vec{\varphi}_{i}=-K_{i} d_{i}\left(S_{i}\right) \vec{\nabla} p_{i} \tag{3.2}
\end{equation*}
$$

where the global pressure $p_{i}$ is given by

$$
\begin{equation*}
p_{i}=\frac{1}{2}\left(p_{w i}+p_{n w i}\right)+\gamma_{i}(S) \tag{3.3}
\end{equation*}
$$

The coefficients $\gamma_{i}$ and $d_{i}$ are functions of the saturation $S$ :

$$
\gamma_{i}=\int_{0}^{S}\left(b_{i}(S)-\frac{1}{2}\right) \frac{d p_{c i}}{d S}, \quad d_{i}=k_{w i}+k_{n w i}
$$

Continuity of the phase pressures $p_{w i}$ and $p_{n w i}$ implies that the capillary pressure $p_{c i}$, and consequently the saturation $S_{i}$, is continuous, and that the global pressure $p_{i}$ is also continuous (see definition (3.3)). Also, because of phase conservation, the normal components of the phase Darcy velocities $\vec{\varphi}_{w i}$ and $\vec{\varphi}_{n w i}$, and consequently the normal components of the total Darcy velocity $\vec{\varphi}_{i}$, are continuous across any hypersurface.

Now we come to the transmission condition across $\Gamma$ and we assume here for sake of simplicity that the two capillary pressure curves have the same endpoints.

Across the interface $\Gamma$ we still have phase conservation and continuity of the phase pressures. This latter condition implies that the capillary pressure is continuous since it is the difference of the phase pressures, and that the quantity $p-\gamma$ is continuous (see equation (3.3). Thus for the pressure equation we have the transmission conditions

$$
\begin{equation*}
p_{1}-\gamma_{1}\left(S_{1}\right)=p_{2}-\gamma_{2}\left(S_{2}\right), \quad \vec{\varphi}_{1} \cdot \vec{n}_{1}=\vec{\varphi}_{2} \cdot \vec{n}_{2} \tag{3.4}
\end{equation*}
$$

This implies that in general the global pressure $p$ is discontinuous across $\Gamma$. The second equation of (3.4) enforces conservation of the global mass of the two phases.

For the saturation equation the transmission conditions are

$$
\begin{equation*}
p_{c 1}\left(S_{1}\right)=p_{c 2}\left(S_{2}\right), \quad \vec{\varphi}_{w 1} \cdot \vec{n}_{1}=\vec{\varphi}_{w 2} \cdot \vec{n}_{2} \quad \text { on } \Gamma . \tag{3.5}
\end{equation*}
$$

Thus the saturation is discontinuous in general; the second equation enforces conservation of the mass of the wetting phase. One should note that the first equation is a nonlinear transmission condition for the saturation.

### 3.2 The Pressure Equation

To equations (3.2) we add boundary conditions (2.2). Equation (3.4) shows that the situation differs now from that in $\S 2$ in that the pressure $p$ is discontinuous across $\Gamma$ with a given jump.

We discretize with the same ideas as in $\S 2$, and we introduce the Dirichlet-to-Neumann operator $\mathcal{S}_{i}$ which associates to $\lambda_{i} \in N$ the flow rate $\vec{\varphi}_{i} \cdot n_{i}$ where $\vec{\varphi}_{i}$ is the solution of

Find $\vec{\varphi}_{i} \in \vec{X}_{i}\left(q_{d}\right), p_{i} \in M_{i}$ such that

$$
\begin{align*}
& \int_{\Omega_{i}} \operatorname{div} \vec{\varphi}_{i}=0 \\
& \int_{\Omega_{i}}\left(K_{i} d_{i}\left(S_{i}\right)\right)^{-1} \vec{\varphi}_{i} \cdot \vec{v}-\int_{\Omega_{i}} p_{i} \operatorname{div} \vec{v}+\int_{\partial \Omega_{i} \cap \Gamma_{D}} p_{d} \vec{v} \cdot \vec{n}_{i}  \tag{3.6}\\
& \\
& \quad+\int_{\Gamma}\left(\gamma_{i}\left(S_{i}\right)+\lambda_{i}\right) \vec{v} \cdot \vec{n}_{i}=0, \quad \vec{v} \in \vec{X}_{i}(0) .
\end{align*}
$$

With this definition of the Dirichlet-to-Neumann operators the problem reduces again to problems (2.7) and (2.8). In this case $\lambda$ represents $p-\gamma(S)$.

### 3.3 The Saturation Equation

To equations (3.1) we add the boundary conditions

$$
\begin{equation*}
S=S_{d} \quad \text { on } \partial \Omega_{S D}, \quad \vec{\varphi}_{w} \cdot \vec{n}=q_{w d} \quad \text { on } \partial \Omega_{S N} \tag{3.7}
\end{equation*}
$$

Discretizing the saturation equation is more complex than discretizing the pressure equation. Indeed it is a nonlinear parabolic equation, often advection dominated, with a diffusion term which degenerates when the saturation is minimum or maximum. We propose the use of a semi-implicit Euler discretization in time [4]. When calculating the saturation at the $n+1$ time
level the advection term is lagging in time at the $n$ time level and calculated with upstream values of the saturation, while the diffusion term is calculated at the $n+1$ time level with the nonlinear coefficient $a$ lagging also at the previous time level. Thus at each time step one has to solve only a linear system to calculate the saturation.

We assume that the data $S_{d}$ and $q_{w d}$ are constant on each interval of the boundary $\partial \Omega$ and the approximation spaces for $S_{i}$ and $\vec{\varphi}_{w i}$ are the same as in the previous sections. Actually since the advective part of the flow $\vec{f}_{i}$ is calculated at the previous time level, the main flow unknowm is the diffusive part of the flow $\vec{r}_{i}$.

To simplify the presentation, we assume that the domain $\Omega$ is rectangular, discretized with rectangles with sides parallel to the $x_{1}$ and $x_{2}$ coordinates axes so we can use a cell-centered finite volume method. Also the interface $\Gamma$ is supposed to be parallel to the $x_{2}$ axis as in Fig. 1 We denote by $\partial \Omega_{i B}, \partial \Omega_{i T}, \partial \Omega_{i L}$ and $\partial \Omega_{i R}$ the bottom, top, left and right parts of the boundary $\partial \Omega_{i}$.

With these assumptions the discretized saturation equation is
Find $\vec{r}_{i} \in \vec{X}_{i}\left(r_{d}^{n}\right), S_{i} \in M_{i}$ such that

$$
\begin{align*}
& \int_{C} \Phi_{i} \frac{S_{i}^{n+1}-S_{i}^{n}}{\Delta t}+\int_{\partial C} F_{w i}^{n *}=0 \quad \forall C \in \mathcal{T}_{i} \\
& F_{w i}^{n *}=\vec{r}_{i}^{n+1} \cdot \vec{n}_{C}+F_{i}^{n} \\
& F_{i}^{n}=\vec{\varphi}_{i}^{n} \cdot \vec{n}_{C} b_{i}\left(S_{i-}^{n}\right) \\
& \left.\vec{r}_{i}^{n+1} \cdot \vec{n}_{E}\right|_{E}=-\bar{K}_{i E}^{H} a\left(\bar{S}_{i E}^{n}\right) \frac{S_{i C_{E 1}}^{n+1}-S_{i C_{E 2}}^{n+1}}{h_{E}} \quad \forall E \in \mathcal{E}_{i}, E \not \subset \partial \Omega_{S N}  \tag{3.8}\\
& S_{i C_{E 1}}^{n+1}=S_{d} \quad \text { when } E \subset \partial \Omega_{S D} \cap\left(\partial \Omega_{i B} \cup \partial \Omega_{i L}\right), \\
& S_{i C_{E 2}}^{n+1}=S_{d} \quad \text { when } E \subset \partial \Omega_{S D} \cap\left(\partial \Omega_{i T} \cup \partial \Omega_{i R}\right), \\
& S_{i C_{E 2}}^{n+1}=\lambda_{1} \quad \text { when } E \subset \Gamma, i=1 \\
& S_{i C_{E 1}}^{n+1}=\lambda_{2} \quad \text { when } E \subset \Gamma, i=2
\end{align*}
$$

with the transmission conditions

$$
\begin{equation*}
p_{c 1}\left(\lambda_{1}\right)=p_{c 2}\left(\lambda_{2}\right), \quad F_{w 1}^{n *}+F_{w 2}^{n *}=0 \text { on } \Gamma . \tag{3.9}
\end{equation*}
$$

We used the notation: $\vec{n}_{C}$ is the outward normal to $\partial C, \vec{n}_{E}$ is the normal to the edge $E$ pointing in the positive $x_{1}$ direction if $E$ is vertical or pointing in the positive $x_{2}$ direction if $E$ is horizontal, $S_{i-}^{n}$ is the saturation value which is upstream with respect to $\vec{\varphi}_{i}^{n}$, and $r_{d}^{n}=q_{w d}^{n}-F_{i}^{n}$. When $E$ is an interior
edge we denote by $C_{E 1}$ and $C_{E 2}$ the two cells adjacent to $E, \bar{K}_{i E}^{H}$ denotes the harmonic average of $K$ in these two cells, $\bar{S}_{i E}^{n}$ denotes the standard average of $S_{i C_{E 1}}^{n+1}$ and $S_{i C_{E 2}}^{n+1}$, and $h_{E}$ is equal to the space discretization step. When $E$ is a boundary edge $\bar{K}_{i E}^{H}$ is just the value of $K$ in the neighbouring edge and $h_{E}$ is equal to half the space discretization step.

To rewrite problem (3.8) and (3.9) as an interface problem we proceed as before and we introduce for each subdomain $\Omega_{i}$ the linear Dirichlet-toNeumann operator $\mathcal{S}_{i}$ defined as

$$
\mathcal{S}_{i}\left(\lambda_{i}\right)=\left.\left(\vec{r}_{i}^{n+1} \cdot \vec{n}_{i}+F_{i}^{n}\right)\right|_{\Gamma}
$$

where $\vec{r}_{i}^{n+1}$ is calculated by solving equations (3.8) inside each subdomain $\Omega_{i}$ with a given $\lambda_{i}$ on $\Gamma$.

Our problem can now be rewritten as the interface problem

$$
\begin{align*}
& \text { Find } \lambda_{i} \in N, i=1,2, \quad \text { such that } \\
& p_{c 1}\left(\lambda_{1}\right)=p_{c 2}\left(\lambda_{2}\right), \quad \mathcal{S}_{1}\left(\lambda_{1}\right)+\mathcal{S}_{2}\left(\lambda_{2}\right)=0 \tag{3.10}
\end{align*}
$$

One observes that the first equation is nonlinear and that the second equation implies that $\vec{r} \cdot n$ is discontinuous across $\Gamma$. One way to solve problem (3.10) is to use incomplete Newton iterations with a preconditionned GMRES.
Remark. It is possible to make the diffusion term fully implicit. This would lead to use a nonlinear Dirichlet-to-Neumann operator.

### 3.4 A Numerical Example

As an example we consider the displacement of a nonwetting fluid by a wetting fluid with a mobility 10 times larger. The domain of calculation has two regions with different rock types, that on the left having an absolute permeability 5 times larger than that on the right. The injection is parallel to the interface $\Gamma$ between the two rock types (see Fig. 22).

The capillary functions are given by the standard formula

$$
p_{c}(S)=J(S) \sqrt{\frac{\Phi}{K}}
$$

and are shown in Fig. 3. Since $K$ is larger in $\Omega_{1}$ than in $\Omega_{2}$, the capillary pressure is smaller in $\Omega_{1}$ than in $\Omega_{2}$, so at the interface we can expect a discontinuous saturation smaller in $\Omega_{1}$. Figure 4 shows numerical results at a certain time. The picture on the right shows the total Darcy velocity field $\vec{\varphi}$ at a certain time. Since the injection rate is constant along the bottom


Figure 2: An example of a displacement in a medium with two rock types.


Figure 3: Capillary pressure curves, $p_{c 1}$ lower and $p_{c 2}$ upper.
boundary and the permeability is low on the right the Darcy velocity in $\Omega_{2}$ turns to the left in the vicinity of the injection boundary. The picture on the left shows the saturation of the injected fluid at the same time. One can observe the discontinuity at the interface. Note that along this interface, where the saturation is not equal to zero, the saturation is smaller on the left than on the right because the capillary pressure curve is smaller on the left than on the right. However further away from this interface it is the opposite: the saturation, as the absolute permeability, is larger on the left than on the right.


Figure 4: Calculated total Darcy velocity (left) and saturation (right).

## 4 Domain Decomposition with Fractures

### 4.1 Formulation of the Problem

In this section the domain $\Omega$ is divided into two subdomains $\Omega_{i}, i=1,2$, by a fracture $\Gamma$ which is also a porous medium but with higher permeability. This fracture is assumed to have a width small compared to the size of the whole domain, so in the numerical model it is modelled as the interface $\Gamma$ between the subdomains.

Here we are interested in understanding the interaction between the flow in the subdomains and the flow in the fracture. We assume that the flow in the subdomains as well as in the fracture is governed by Darcy's law, is incompressible and we neglect gravity.

Interaction between the fracture and the subdomains is assumed to satisfy mass conservation and pressure continuity. Thus we consider the set of equations: in the subdomains:

$$
\begin{aligned}
& \operatorname{div}\left(\vec{\varphi}_{i}\right)=0, \quad \vec{\varphi}_{i}=-K_{i} \vec{\nabla} p_{i} \quad \text { in } \Omega_{i} \\
& p_{i}=p_{f} \quad \text { on } \partial \Omega_{i} \cap \Gamma, p_{i}=p_{d} \quad \text { on } \partial \Omega_{i} \cap \partial \Omega_{D}, \vec{\varphi}_{i} \cdot \vec{n}_{i}=q_{d} \quad \text { on } \partial \Omega_{i} \cap \partial \Omega_{N}
\end{aligned}
$$

and in the fracture:

$$
\begin{align*}
& \frac{\partial \varphi_{f}}{\partial x_{f}}=\vec{\varphi}_{1} \cdot \vec{n}_{1}+\vec{\varphi}_{2} \cdot \vec{n}_{2}, \varphi_{f}=-\sigma_{f} K_{f} \frac{\partial p_{f}}{\partial x_{f}} \text { on } \Gamma,  \tag{4.1}\\
& p_{f}=p_{f, d} \text { on } \partial \Gamma_{D}, \varphi_{f}=q_{f d} \text { on } \partial \Gamma_{N} .
\end{align*}
$$

Here $K_{f}, \sigma_{f}, p_{f}$ and $\varphi_{f}$ denote the permeability, the width, the pressure and the flow rate in the fracture, and $\partial / \partial x_{f}$ denotes the derivative along the fracture.

At the extremities of the fracture there are Dirichlet (on $\partial \Gamma_{D}$ ) or Neumann (on $\partial \Gamma_{N}$ ) boundary conditions. If $\partial \Gamma_{D}$ touches $\partial \Omega_{i} \cap \partial \Omega_{D}$ then pressure continuity implies that the pressure data must satisfy $p_{d}=p_{f d}$.

The first equation in (4.1) expresses mass conservation for the flow in the fracture. The righthand side in this equation is the contribution of the subdomain flow to the fracture flow.

We proceed now as in $\S 2$, defining the same Dirichlet-to-Neumann operators (2.5) and (2.6) and using the same notation. Moreover on $\Gamma$ the pressure $p_{f}$ is approximated in a space $M_{f}$ of functions constant on each interval, while the flow rate $\varphi_{f}$ is approximated in $X_{f}\left(q_{f d}\right)$ a space of continuous piecewise linear functions which are equal to $q_{f d}$ on $\partial \Gamma_{N}$.

This results in the interface problem

$$
\text { Find } \varphi_{f} \in X_{f}\left(q_{f d}\right), p_{f} \in N \text { such that }
$$

$$
\begin{aligned}
& \int_{\Gamma} \mathcal{S}_{1}\left(p_{f}\right)+\mathcal{S}_{2}\left(p_{f}\right)+\frac{\partial \varphi_{f}}{\partial x_{f}}=0, \\
& \int_{\Gamma}\left(\sigma_{f} K_{f}\right)^{-1} \varphi_{f} v-\int_{\Gamma} p_{f} \frac{\partial v}{\partial x_{f}}+\left.\left(p_{f d} v\right)\right|_{\partial \Gamma_{D}}=0 \quad \forall v \in X_{f}\left(q_{0}\right) .
\end{aligned}
$$

Comparing with problem (2.8) we observe that the problem to be solved here is a global equation on the interface $\Gamma$.

### 4.2 A Numerical Experiment

To illustrate the model we consider an ideal dimensionless problem. The domain is an horizontal rectangular slice of porous medium, of dimensions $2 \times 1$, with a given pressure on the left and right boundaries and no flow conditions on the top and bottom boundaries. In the domain the permeability is equal to one. The domain is divided into two equally large sub-domains by a linear fracture parallel to the $x_{2}$ axis. In the fracture we chose $\sigma_{f} K_{f}=2$. For example the fracture could be of width 0.1 and could have a permeability equal to 20 .

Two cases are considered. A symmetric case where pressures on the left and on the right boundaries of the domain are equal. So the flow is driven only by the fracture and is symmetric. In the other case there is a pressure drop from the right boundary to the left one. Then the flow is a combination of the flow in the fracture and that going from left to right in the rest of


Figure 5: Calculated Darcy's velocity for a symmetric and a nonsymmetric flow pattern
the porous medium. Flow in the fracture is driven by a pressure drop of 10 between the two extremities of the fracture for the first case and a pressure drop of 5 for the second case.

Numerical results are shown on Fig. 5. Arrows represent the flow field with length proportional to the magnitude of the velocity. The gray scale represents the magnitude of the velocity with the lightest color corresponding to the largest velocity. We see that there is actual flow interaction between the fracture and the rest of the porous medium. In particular one can observe that some fluid is coming out of the fracture and then is coming back into it. In the nonsymmetric case we notice also that even though most of the flow is attracted into the fracture, there is still some flow on the left part of the domain pointing toward the left.

## 5 Conclusions

Studying a few examples of flow in porous media, we met a variety of transmission conditions which are nonstandard: discontinuity of the scalar variable (pressure or saturation), discontinuity of the flow rate variable (capillary flow), nonlinear transmission condition (saturation), nonlocal transmission condition (porous medium with fractures). In spite of this variety of situations we showed that domain decomposition techniques based on Dirichlet-toNeumann operators can be used to set these problems as interface problems to be solved using domain decomposition algorithms.
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# Numerical Subgrid Upscaling of Two-Phase Flow in Porous Media 

Todd Arbogast


#### Abstract

We present an approach and numerical results for scaling up fine grid information to coarse scales in an approximation to a nonlinear parabolic system governing two-phase flow in porous media. The technique allows upscaling of the usual parameters porosity and relative and absolute permeabilities, and also the location of wells and capillary pressure. Some of these are critical nonlinear terms that need to be resolved on the fine scale, or serious errors will result. Upscaling is achieved by explicitly decomposing the differential system into a coarse-grid-scale operator coupled to a subgrid-scale operator, which we localize by imposing a closure assumption. We approximate the coarse-grid-scale operator with a mixed finite element method that has a second order accurate velocity coupled implicitly to the subgrid scale. The subgrid-scale operator is approximated locally by a first order accurate mixed method. A numerical Greens influence function technique allows us to solve these subgrid problems independently of the coarse-grid approximation. No explicit macroscopic coefficients nor pseudo-functions result. The method is easily seen to be optimally convergent in the case of a single linear parabolic equation.
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## 1 Introduction

In many physical problems, there are scales that are too fine to resolve on any reasonable computational mesh. The objective of upscaling or homogenization is to replace the governing equations by a simpler set of equations for which the solution can be resolved on a reasonable coarse-scale mesh and approximates the average behavior of the solution of the governing equations. In its simplest form, one replaces the coefficients of the governing equations with an effective or macroscopic coefficient [5]. This works well in certain situations [9 1], but not so well in others. Often it is necessary to change the form of the governing equations to obtain a suitable coarse-scale model [3];
there is no a priori reason to expect otherwise. Such is especially the case when nonlinearities are present, since it is well known that a function of an average is not the average of the function. Various techniques are used in this case, including homogenization [1, 10, the definition of pseudo-functions (altered forms of the nonlinear functions that appear in the governing equations), the use of renormalization methods [8] and many other techniques.

In terms of the simulation of flow and transport in a porous medium, our goal for nonlinear upscaling in this paper will be to resolve some of the finer scales in the solution directly, so that no loss of accuracy due solely to averaging will result. We will then be able to incorporate directly into the simulation relative and absolute permeability, porosity, capillary pressure, and well location information on scales smaller than the computational grid. That is, our nonlinear functions such as relative permeability and capillary pressure need not be modified, since the fine scales have been sufficiently resolved. Our technique is based on numerics. We assume that a fine grid fully represents the important physical scales, and that our computational grid is somewhat coarser. That is, perhaps some other homogenization technique has elevated the problem to a reasonable fine scale, but this fine scale is still too fine to compute over.

We present our ideas by considering first a problem representing incompressible, single-phase flow in a porous medium in the absence of gravity:

$$
\begin{equation*}
\nabla \cdot \mathbf{u}=f, \quad \mathbf{u}=-K \nabla p \tag{1.1}
\end{equation*}
$$

where $p$ is the pressure, $K$ is the permeability divided by the fluid viscosity, $\mathbf{u}$ is the Darcy velocity, and $f$ represents the wells. For simplicity, set $\mathbf{u} \cdot \nu=0$ on the external boundary.

As an outline of the paper, we present in $\S 2$ a derivation of the upscaled equations for single phase flow, including a definition of our closure assumption. In $\S 3$ we give a mixed finite element approximation of the equations that is compatible with the closure assumption. A solution technique based on the computation of numerical Greens functions is given in $\S 4$. The accuracy of the method is discussed in $\S 5$. Finally in $\S 6$, we present briefly the two-phase problem, followed in $\S 7$ by some numerical results.

## 2 Derivation of the Upscaled Equations

We rewrite (1.1) in variational form as: Find $p \in W=L^{2}$ and $\mathbf{u} \in \mathbf{V}=$ $H$ (div) such that

$$
\begin{array}{ll}
\int \nabla \cdot \mathbf{u} w d x=\int f w d x & \forall w \in W  \tag{2.1}\\
\int K^{-1} \mathbf{u} \cdot \mathbf{v} d x=-\int \nabla p \cdot \mathbf{v} d x=\int p \nabla \cdot \mathbf{v} d x & \forall v \in \mathbf{V}
\end{array}
$$

where $H(\operatorname{div})=\left\{\mathbf{v} \in\left(L^{2}\right)^{3}: \nabla \cdot \mathbf{v} \in L^{2}, \mathbf{v} \cdot \nu=0\right.$ on the external boundary $\}$.
Let $W_{c}$ and $\mathbf{V}_{c}$ be the computationally resolvable parts of $W$ and $\mathbf{V}$, and $\delta W$ and $\delta \mathbf{V}$ the remainders. That is,

$$
\begin{array}{ll}
W=W_{c} \oplus \delta W, & \mathbf{V}=\mathbf{V}_{c} \oplus \delta \mathbf{V} \\
p=p_{c}+\delta p \in W_{c} \oplus \delta W, & \mathbf{u}=\mathbf{u}_{c}+\delta \mathbf{u} \in \mathbf{V}_{c} \oplus \delta \mathbf{V}
\end{array}
$$

### 2.1 Separation of Scales

Separate the fine and $\delta$-scales by restricting to appropriate test functions in the variational formulation. For the coarse scale, we have

$$
\begin{array}{ll}
\int \nabla \cdot\left(\mathbf{u}_{c}+\delta \mathbf{u}\right) w_{c} d x=\int f w_{c} d x & \forall w_{c} \in W_{c}, \\
\int K^{-1}\left(\mathbf{u}_{c}+\delta \mathbf{u}\right) \cdot \mathbf{v}_{c} d x=\int\left(p_{c}+\delta p\right) \nabla \cdot \mathbf{v}_{c} d x & \forall \mathbf{v}_{c} \in \mathbf{V}_{c}, \tag{2.2}
\end{array}
$$

and for the $\delta$-scale,

$$
\begin{array}{ll}
\int \nabla \cdot\left(\mathbf{u}_{c}+\delta \mathbf{u}\right) \delta w d x=\int f \delta w d x & \forall \delta w \in \delta W \\
\int K^{-1}\left(\mathbf{u}_{c}+\delta \mathbf{u}\right) \cdot \delta \mathbf{v} d x=\int\left(p_{c}+\delta p\right) \nabla \cdot \delta \mathbf{v} d x & \forall \delta \mathbf{v} \in \delta \mathbf{V} \tag{2.3}
\end{array}
$$

If we were to ignore the $\delta$-scales (i.e., perform no upscaling), then we would simply set $\delta \mathbf{u}=0, \delta p=0$, and use only the coarse equation (2.2). Upscaling concerns the treatment of these other terms and (2.3).

Given ( $\left.\mathbf{u}_{c}, p_{c}, f\right)$, we can solve for

$$
\begin{equation*}
\delta \mathbf{u}=\Phi_{u}\left(\mathbf{u}_{c}, p_{c}, f\right) \quad \text { and } \quad \delta p=\Phi_{p}\left(\mathbf{u}_{c}, p_{c}, f\right) \tag{2.4}
\end{equation*}
$$

where $\Phi$ is a multi-linear operator. Thus (2.2) becomes

$$
\begin{array}{ll}
\int \nabla \cdot\left(\mathbf{u}_{c}+\Phi_{u}\left(\mathbf{u}_{c}, p_{c}, f\right)\right) w_{c} d x=\int f w_{c} d x & \forall w_{c} \in W_{c}, \\
\int K^{-1}\left(\mathbf{u}_{c}+\Phi_{u}\left(\mathbf{u}_{c}, p_{c}, f\right)\right) \cdot \mathbf{v}_{c} d x &  \tag{2.5}\\
\quad=\int\left(p_{c}+\Phi_{p}\left(\mathbf{u}_{c}, p_{c}, f\right)\right) \nabla \cdot \mathbf{v}_{c} d x & \forall \mathbf{v}_{c} \in \mathbf{V}_{c},
\end{array}
$$

posed only on the coarse scale. We remark that no approximation has been made yet; all scales are fully resolved by (2.3)-(2.5). However, these two equations are intrinsically coupled, since $\Phi$ is a nonlocal operator.

### 2.2 Closure Assumption (Localization Approximation)

Define a coarse computational grid and assume that

$$
\begin{equation*}
\delta \mathbf{V} \cdot \nu=0 \quad \text { on } \partial E_{c} \tag{2.6}
\end{equation*}
$$

for each coarse element $E_{c}$. Then $\Phi$ (i.e., (2.3)) becomes a local operator:

$$
\begin{array}{ll}
\int_{E_{c}} \nabla \cdot\left(\mathbf{u}_{c}+\delta \mathbf{u}\right) \delta w d x=\int_{E_{c}} f \delta w d x & \left.\forall \delta w \in \delta W\right|_{E_{c}}, \\
\int_{E_{c}} K^{-1}\left(\mathbf{u}_{c}+\delta \mathbf{u}\right) \cdot \delta \mathbf{v} d x=\int_{E_{c}}\left(p_{c}+\delta p\right) \nabla \cdot \delta \mathbf{v} d x & \left.\forall \delta \mathbf{v} \in \delta \mathbf{V}\right|_{E_{c}} \tag{2.7}
\end{array}
$$

Condition (2.6) is our closure assumption. We have assumed that all net flux between coarse elements occurs only on the coarse scale.

## 3 Mixed Finite Element Approximation

We assume that nested fine and coarse computational grids are used, and let $h$ and $H$ be the grid spacings, respectively. The fine grid is assumed to be essentially what is needed to fully resolve the physical scales. Generally speaking, we envision $H / h$ as a moderate integer (4 to 10, say).

We approximate (2.4)-(2.7) by a mixed finite element method. Other discretizations could be employed; however, the local conservation of these methods make them attractive for porous media simulation [12]. They approximate both the pressure and Darcy velocity directly.


Coarse $\mathrm{BDDF}_{1}$ velocities

$\delta$-scale $\mathrm{RT}_{0}$ velocities

Figure 1: The degrees of freedom of the approximating spaces.
As depicted in Fig. 1, we approximate the coarse equation (2.5) on the coarse grid with $\mathrm{BDDF}_{1}$ spaces $\left(\mathrm{BDM}_{1}\right.$ in 2-D) 6] 7. These spaces have 1 degree of freedom per coarse element for the pressure approximation, $W_{c}$, and 3 degrees of freedom per coarse element face ( 2 per edge in 2-D) for the velocity, $\mathbf{V}_{c}$. They are second order accurate in $H$ for the velocity and first order for the pressure. The fine grid is used for the $\delta$-equation (2.7). We use within each coarse element $\mathrm{RT}_{0}$ spaces [11]. These have one degree
of freedom per fine element for the pressure approximation, $\delta W$, subject to the requirement of orthogonality to $W_{c}$ that the average over the coarse element vanishes, and $\mathrm{RT}_{0}$ has one degree of freedom per fine element face for the velocity, $\delta \mathbf{V}$, subject to the closure assumption (2.6). They are first order accurate in $h$ for both the pressure and velocity for pressures with zero average over coarse elements and velocities with zero normal components on coarse element boundaries.

We remark that pressure is resolved fully on the fine scale, and formally approximated to first order in $h$. The fact that the $\mathrm{BDDF}_{1}$ space approximates velocity to second order compensates for the closure assumption, which assumes all net flow between coarse elements is on the coarse scale. Without this choice, the results degrade significantly [4].

## 4 Solution by Numerical Greens Functions

We present now a technique to solve the system of equations efficiently. Before we elaborate, the outline of the technique is as follows.

1. Pre-solve for the influence of the coarse scale on the $\delta$-scale. These are small disjoint problems, one for each coarse element, by (2.6). These pre-solutions are numerical Greens functions for the $\delta$-problems (2.7).
2. Solve the coarse scale problem (2.5), accounting for the pre-solution response of the $\delta$-scale to the coarse scale in (2.4).
3. Post-solve to combine results to form the fine-scale solution.

Integrals over coarse elements of the form $W_{c} * \delta W$ vanish by orthogonality. Since $\nabla \cdot \mathbf{V}_{c}=W_{c}$ and $\nabla \cdot \delta \mathbf{V}=\delta W$, integrals of $\nabla \cdot \delta \mathbf{V} * W_{c}$ and $\nabla \cdot \mathbf{V}_{c} * \delta W$ also vanish; thus, several terms in the equations below vanish.

### 4.1 Pre-solution

Locally on each coarse element $E_{c}$, let $\mathbf{v}_{c, i} \in \mathbf{V}_{c}$ have flux only at a single degree of freedom $(i=1, \ldots, 18$ in 3 -D and $i=1, \ldots, 8$ in $2-\mathrm{D})$. Then

$$
\begin{equation*}
\mathbf{u}_{c}=\sum_{i} \alpha_{i} \mathbf{v}_{c, i} . \tag{4.1}
\end{equation*}
$$

Solve the following problems for the numerical Greens functions. Nonhomogeneous terms. Find $\delta \mathbf{u}_{0} \in \delta \mathbf{V}$ and $\delta p_{0} \in \delta W$ such that

$$
\begin{array}{ll}
\int \nabla \cdot \delta \mathbf{u}_{0} \delta w d x=\int f \delta w d x & \left.\forall \delta w \in \delta W\right|_{E_{c}} \\
\int K^{-1} \delta \mathbf{u}_{0} \cdot \delta \mathbf{v} d x=\int \delta p_{0} \nabla \cdot \delta \mathbf{v} d x & \left.\forall \delta \mathbf{v} \in \delta \mathbf{V}\right|_{E_{c}} \tag{4.2}
\end{array}
$$

Influence of $\mathbf{v}_{c, i}$. For each $i$, find $\delta \mathbf{u}_{i} \in \delta \mathbf{V}$ and $\delta p_{i} \in \delta W$ such that

$$
\begin{array}{ll}
\int \nabla \cdot \delta \mathbf{u}_{i} \delta w d x=0 & \left.\forall \delta w \in \delta W\right|_{E_{c}}, \\
\int K^{-1}\left(\mathbf{v}_{c, i}+\delta \mathbf{u}_{i}\right) \cdot \delta \mathbf{v} d x=\int \delta p_{i} \nabla \cdot \delta \mathbf{v} d x & \left.\forall \delta \mathbf{v} \in \delta \mathbf{V}\right|_{E_{c}} \tag{4.3}
\end{array}
$$

Note that the combinations

$$
\begin{align*}
& \delta \mathbf{u}_{0}+\sum_{i} \alpha_{i} \delta \mathbf{u}_{i} \equiv \Phi_{u}\left(\mathbf{u}_{c}, f\right)=\delta \mathbf{u}  \tag{4.4}\\
& \delta p_{0}+\sum_{i} \alpha_{i} \delta p_{i} \equiv \Phi_{p}\left(\mathbf{u}_{c}, f\right)=\delta p
\end{align*}
$$

depend linearly on the (as yet unknown) nodal values of $\mathbf{u}_{c}$ and on the numerical Greens functions and give $\delta \mathbf{u}$ and $\delta p$ solving (2.7).

### 4.2 Coarse Solution

Given the numerical Greens functions and the implicit representation of the upscaling operator (4.4), we can now reformulate (2.5) as a problem for the course unknowns only. We find $\mathbf{u}_{c} \in \mathbf{V}_{c}$ and $p_{c} \in W_{c}$ such that

$$
\begin{array}{ll}
\int \nabla \cdot \mathbf{u}_{c} w_{c} d x=\int f w_{c} d x & \forall w_{c} \in W_{c} \\
\int K^{-1}\left(\mathbf{u}_{c}+\Phi_{u}\left(\mathbf{u}_{c}, f\right)\right) \cdot \mathbf{v}_{c} d x=\int p_{c} \nabla \cdot \mathbf{v}_{c} d x & \forall \mathbf{v}_{c} \in \mathbf{V}_{c} \tag{4.5}
\end{array}
$$

We rewrite this system with $\mathbf{v}_{c}=\mathbf{v}_{j}$ using that

$$
\begin{align*}
& \mathbf{u}=\mathbf{u}_{c}+\delta \mathbf{u}=\delta \mathbf{u}_{0}+\sum_{i} \alpha_{i}\left(\mathbf{v}_{c, i}+\delta \mathbf{u}_{i}\right)  \tag{4.6}\\
& p=p_{c}+\delta p=p_{c}+\delta p_{0}+\sum_{i} \alpha_{i} \delta p_{i}
\end{align*}
$$

and using (4.2) and (4.3) with $\delta \mathbf{v}=\delta \mathbf{u}_{j}$ and orthogonality as

$$
\begin{aligned}
& \sum_{i} \alpha_{i} \int \nabla \cdot\left(\mathbf{v}_{c, i}+\delta \mathbf{u}_{i}\right) w_{c} d x=\int f w_{c} d x \\
& \sum_{i} \alpha_{i} \int K^{-1}\left(\mathbf{v}_{c, i}+\delta \mathbf{u}_{i}\right) \cdot\left(\mathbf{v}_{c, j}+\delta \mathbf{u}_{j}\right) d x \\
& \quad=\int\left(p_{c}+\delta p_{0}\right) \nabla \cdot\left(\mathbf{v}_{c, j}+\delta \mathbf{u}_{j}\right) d x-\int K^{-1} \delta \mathbf{u}_{0} \cdot\left(\mathbf{v}_{c, j}+\delta \mathbf{u}_{j}\right) d x
\end{aligned}
$$

Thus the method is similar to an "optimal test function" method where we replace $\mathbf{v}_{c}$ by $\mathbf{v}_{c, j}+\delta \mathbf{u}_{j}$; however, we also add some nonhomogeneous terms that improve the accuracy over such "optimal" methods.

### 4.3 Post-Solution

Given $\mathbf{u}_{c}, p_{c}$, and the numerical Greens functions, compute (4.6) on the fine scale to obtain a "fully resolved" approximation of the true solution.

## 5 Accuracy

Denote by $\|\cdot\|$ the $L^{2}$-norm, and by $P_{W_{c}}, P_{W_{f}}$, and $P_{\delta W}$ the $L^{2}$-projections into $W_{c}$, the full fine grid space $W_{f}=W_{c} \oplus \delta W$, and $\delta W$, respectively.

If we solve the entire problem (2.1) for $\left(\mathbf{u}_{f}, p_{f}\right) \in \mathrm{RT}_{0}$ over the entire fine mesh or for $\left(\mathbf{u}_{c}, p_{c}\right) \in \mathrm{BDDF}_{1}$ (or $\mathrm{BDM}_{1}$ in $2-\mathrm{D}$ ) on the coarse mesh, we see the following error estimates [11, 6, 7], where $(\mathbf{u}, p)$ is the true solution.

Theorem 5.1 For $R T_{0}$ with no upscaling on the fine mesh, for $\mathbf{v} \in \mathbf{V}_{f}$ such that $\nabla \cdot \mathbf{v}=P_{W_{f}} f$,

$$
\left\|K^{-1 / 2}\left(\mathbf{u}-\mathbf{u}_{f}\right)\right\| \leq \inf _{\mathbf{v}}\left\|K^{-1 / 2}(\mathbf{u}-\mathbf{v})\right\| \leq C h, \quad\left\|p-p_{f}\right\| \leq C h
$$

For $B D D F_{1}$ (or $B D M_{1}$ ) with no upscaling on the coarse mesh, for $\mathbf{v} \in \mathbf{V}_{c}$ such that $\nabla \cdot \mathbf{v}=P_{W_{c}} f$,

$$
\left\|K^{-1 / 2}\left(\mathbf{u}-\mathbf{u}_{c}\right)\right\| \leq \inf _{\mathbf{v}}\left\|K^{-1 / 2}(\mathbf{u}-\mathbf{v})\right\| \leq C H^{2}, \quad\left\|p-p_{c}\right\| \leq C H
$$

The upscaling technique displays elements of both estimates above. It is easy to prove the following error estimate.

Theorem 5.2 For $B D D F_{1}$ (or $B D M_{1}$ ) upscaled with the $R T_{0}$ subgrid approximation, for $\mathbf{v} \in \mathbf{V}_{c}+\delta \mathbf{V}$ such that $\nabla \cdot \mathbf{v}=P_{W_{f}} f, \mathbf{v}_{c} \in \mathbf{V}_{c}$ such that $\nabla \cdot \mathbf{v}_{c}=P_{W_{c}} f$, and $\delta \mathbf{v} \in \delta \mathbf{V}$ such that $\nabla \cdot \delta \mathbf{v}=P_{\delta W} f$,

$$
\begin{aligned}
& \left\|K^{-1 / 2}\left(\mathbf{u}-\left(\mathbf{u}_{c}+\delta \mathbf{u}\right)\right)\right\| \leq \inf _{\mathbf{v}}\left\|K^{-1 / 2}(\mathbf{u}-\mathbf{v})\right\| \\
& \quad \leq \inf _{\overline{\mathbf{u}}, \mathbf{v}_{c}, \delta \mathbf{v}}\left\{\left\|K^{-1 / 2}\left(\overline{\mathbf{u}}-\mathbf{v}_{c}\right)\right\|+\left\|K^{-1 / 2}(\mathbf{u}-\overline{\mathbf{u}}-\delta \mathbf{v})\right\|\right\} \\
& \left\|p-p_{c}\right\| \leq C H
\end{aligned}
$$

While it is difficult to interpret the velocity error, we should expect better bounds than in Theorem 5.1 that is, we should expect the velocity error to be second order. Our numerical results suggest that this is indeed the case, and that the error has in fact no simple form (as indicated in the theorem). We consider two test cases in which $K=1$ on a unit square domain and we use Dirichlet boundary conditions and $f$ defined from the imposed true solution $p(x, y)=x y^{3}+x^{2} y \cos (x y)$ or $1 /\left(1+\exp \left(10 x+10 y^{2}-3 y-5\right)\right)$, respectively.

It is readily apparent from the data in Table 1 , that if $H / h$ is fixed, the error in pressure is $O(H)=O(h)$, and the error in velocity is $O\left(H^{2}\right)=$ $O\left(h^{2}\right)$, as we would expect. However, if $H / h$ is not fixed, the results are much less predictable. For the tests reported and a few more conducted, the best fit of the $L^{2}$-error in $\mathbf{u}$ is $E_{u}^{1}=150 H^{2}+360 H^{1 / 2} h^{3 / 2}$ and $E_{u}^{2}=$ $1000 H^{2}+8000 H^{1 / 4} h^{7 / 4}$, respectively for the two cases, and for the pressure $p$, the error is $E_{p}^{1}=0.36 h+0.0003 H$ and $E_{p}^{2}=0.4 h+0.0006 H^{1.7} h^{-0.7}$,
respectively. Thus the error depends in a complicated way on the solution and probably on $H / h$, but $p$ is first order and $\mathbf{u}$ is second order accurate.

It is interesting to note from Table 1 that the error in the pressure is dominated by the fine mesh size, nearly independently of the coarse mesh.

| Case 1 |  |  |  | Case 2 |  |  |  |
| ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 / h$ | $1 / H$ | Pressure | Velocity | $1 / h$ | $1 / H$ | Pressure | Velocity |
| 10 | 10 | 0.0359 | 5.63 | 10 | 10 | 0.0438 | 173.64 |
| 20 | 20 | 0.0180 | 1.42 | 20 | 20 | 0.0219 | 47.08 |
| 40 | 40 | 0.0090 | 0.36 | 40 | 40 | 0.0109 | 12.03 |
| 80 | 80 | 0.0045 | 0.16 | 80 | 80 | 0.0055 | 3.03 |
| 10 | 2 | 0.0359 | 46.79 | 10 | 2 | 0.0440 | 413.35 |
| 20 | 4 | 0.0180 | 11.14 | 20 | 4 | 0.0220 | 185.70 |
| 40 | 8 | 0.0090 | 2.76 | 40 | 8 | 0.0109 | 43.25 |
| 80 | 16 | 0.0045 | 0.69 | 80 | 16 | 0.0055 | 10.82 |
| 160 | 4 | 0.0023 | 8.97 | 80 | 2 | 0.0095 | 273.92 |
| 160 | 8 | 0.0022 | 2.26 | 80 | 4 | 0.0060 | 159.92 |
| 160 | 16 | 0.0022 | 0.60 | 80 | 8 | 0.0055 | 36.50 |
| 160 | 32 | 0.0022 | 0.18 | 80 | 16 | 0.0055 | 10.82 |
| 10 | 2 | 0.0359 | 46.79 | 10 | 2 | 0.0440 | 413.35 |
| 20 | 2 | 0.0180 | 41.09 | 20 | 2 | 0.0230 | 310.56 |
| 40 | 2 | 0.0091 | 39.39 | 40 | 2 | 0.0134 | 281.47 |
| 80 | 2 | 0.0046 | 38.94 | 80 | 2 | 0.0095 | 273.92 |

Table 1. Some $L^{2}$-errors for Cases 1 and 2.

## 6 Two-Phase Immiscible, Incompressible Flow

We now turn to a nonlinear problem describing the flow of two immiscible, incompressible fluids in a porous medium, such as oil and water. For phase $j=w, o$ (i.e., water and oil), let $s_{j}, \mathbf{u}_{j}$, and $p_{j}$ be the phase saturations, Darcy velocities, and pressures. Let $s=s_{w}=1-s_{o}, \phi$ be the porosity, $K$ the absolute permeability, $g$ the gravitational constant, and $z$ the depth. The mobilities are related to the relative permeabilities and fluid viscosities as $\lambda_{j}(s)=k_{r, j}(s) / \mu_{j}$ and $\lambda(s)=\lambda_{w}(s)+\lambda_{o}(s)$, and $P_{c}(s)=p_{o}-p_{w}$ is the capillary pressure. Conservation of mass of each phase gives the governing equations. After reformulation, we obtain the following (see, e.g., [2]).
Pressure equation:

$$
\nabla \cdot \mathbf{u}=f \equiv f_{w}+f_{o}, \quad \mathbf{u}=-K \lambda(s)(\nabla p-\rho(s) \nabla z)
$$

where the global pressure and density are

$$
p=p_{o}-\int_{0}^{s} \frac{\lambda_{w}(\sigma)}{\lambda(\sigma)} P_{c}^{\prime}(\sigma) d \sigma \quad \text { and } \quad \rho(s)=\frac{\lambda_{w}(s)}{\lambda(s)} \rho_{w}+\frac{\lambda_{o}(s)}{\lambda(s)} \rho_{o}
$$

Saturation equation:

$$
\phi \frac{\partial s}{\partial t}+\nabla \cdot \mathbf{u}_{w}=f_{w}(s), \quad \mathbf{u}_{w}=-K \nabla q(s)+\gamma(\mathbf{u}, s)
$$

where the "complementary" potential and $\gamma$ are

$$
\begin{aligned}
& q(s)=-\int_{0}^{s} \frac{\lambda_{w}(\sigma) \lambda_{o}(\sigma)}{\lambda(\sigma)} P_{c}^{\prime}(\sigma) d \sigma \\
& \gamma(\mathbf{u}, s)=\frac{\lambda_{w}(s)}{\lambda(s)} \mathbf{u}-K \frac{\lambda_{w}(s) \lambda_{o}(s)}{\lambda(s)}\left(\rho_{o}-\rho_{w}\right) g \nabla z
\end{aligned}
$$

We use sequential time splitting, a backward Euler time discretization, and integration-by-parts ( 3 times) to obtain the following variational form and time approximation for $\Delta t>0$ and time levels $t^{n}=n \Delta t$.
Pressure equation:

$$
\begin{aligned}
& \int \nabla \cdot \mathbf{u}^{n} w d x=\int f^{n} w d x \\
& \int\left(\lambda\left(s^{n-1}\right) K\right)^{-1} \mathbf{u}^{n} \cdot \mathbf{v} d x=\int p^{n} \nabla \cdot \mathbf{v} d x+\int \rho\left(s^{n-1}\right) \nabla z \cdot \mathbf{v} d x
\end{aligned}
$$

Saturation equation: (wherein $w \in W_{f}=W_{c} \oplus \delta W$ )

$$
\begin{aligned}
& \int_{E_{f}} \phi^{\frac{s^{n}-s^{n-1}}{\Delta t}} w d x+\int_{E_{f}} \nabla \cdot \psi^{n} w d x+\int_{\partial E_{f}} \gamma\left(\mathbf{u}^{n}, s_{\mathrm{up}}^{n}\right) \cdot \nu w d s \\
& \quad=\int_{E_{f}} f_{w}^{n}\left(s^{n}\right) w d x \\
& \int K^{-1} \psi^{n} \cdot \mathbf{v} d x=\int q\left(s^{n}\right) \nabla \cdot \mathbf{v} d x
\end{aligned}
$$

where $\psi^{n}=-K \nabla q\left(s^{n}\right), \mathbf{u}_{w}^{n}=\psi^{n}+\gamma\left(\mathbf{u}^{n}, s^{n}\right)$, and we use one-point upstream weighting on the term involving $\gamma$.

As in the single-phase case, we separate the solution into coarse and fine scales $\mathbf{V}_{c} \oplus \delta \mathbf{V}$ or $W_{c} \oplus \delta W$ :

$$
\begin{gathered}
\mathbf{v}=\mathbf{v}_{c}+\delta \mathbf{v}, \quad \mathbf{u}=\mathbf{u}_{c}+\delta \mathbf{u}, \quad \psi=\psi_{c}+\delta \psi \\
w=w_{c}+\delta w, \quad p=p_{c}+\delta p
\end{gathered}
$$

Because the saturation equation is parabolic, it turns out that we do not need to decompose $s \in W_{f}$.

The pressure equation is linear and independent of the saturation equation, given $s^{n-1}$. We can solve for the upscaled $\mathbf{u}^{n}$ and $p^{n}$ as above.

We linearize the saturation equation with Newton-Raphson, and solve for changes in $s^{n}$ and $\psi^{n}$, given $\mathbf{u}^{n}$, using numerical Greens functions as in the linear case above. Upstream weighting on the fine scale destroys our localization assumption. To circumvent this, we simply use the old Newton result for the upstream value when it traces out of a coarse element.

## 7 Some Numerical Examples

We present two 2-D examples to illustrate our upscaling technique. In both, we have a square domain with uniform rectangular grids. The initial water saturation is 0.2 . An injection well is placed in the lower left corner injecting water at a rate of $0.2 \mathrm{~m}^{2} /$ day, and a production well is in the adjacent corner. Time steps vary from 1 day initially to 25 days near the end of the simulations. The porosity is 0.25 , but the permeability is heterogeneous.

### 7.1 Example 1

In this example, we have a 40 meter by 40 meter domain with a $40 \times 40$ fine grid. The base 10 logarithm of the permeability field is shown in Fig. 2.


Figure 2: The $\log$ of the permeability field for Example 1.


Figure 3:Fine-scale saturation at 100 and 500 days for Example 1.

As can be seen in Figs. 3-4, the upscaling procedure approximates the saturation quite well. Here we use a $5 \times 5$ coarse grid, so on each coarse block, we have an $8 \times 8$ subgrid for the $\delta$-problems. The coarse solution (Fig. 5) completely fails to resolve the flow and location of the wells.


Figure $4: 5 \times 5$ Upscaled saturation at 100 and 500 days for Example 1 .


Figure 5:Coarse-scale saturation at 100 and 500 days for Example 1.

In Figs. 6-7, we show the results of upscaling with $2 \times 2$ and $8 \times 8$ coarse grids ( $20 \times 20$ and $5 \times 5$ subgrids). Both perform quite well. The coarsest example does a very good job near the well, but the performance degrades later in time a bit as the flow reaches the middle of the domain.

The number of degrees of freedom used in these examples is given in Table 2. The coarse solution is woefully inadequate; however, for the cost of a global problem of the same size, we can upscale to a very reasonable level of resolution.

|  | Coarse grid |  |  |
| :--- | ---: | ---: | ---: |
|  | $2 \times 2$ | $5 \times 5$ | $8 \times 8$ |
| Coarse Velocity | 8 | 80 | 224 |
| Upscale Velocity | 3048 | 2880 | 2784 |
| Fine Velocity | 6240 | 6240 | 6240 |
| Coarse Pressure | 4 | 25 | 64 |
| Upscale Pressure | 1600 | 1600 | 1600 |
| Fine Pressure | 1600 | 1600 | 1600 |

Table 2. Number of degrees of freedom for Example 1.


Figure $6: 2 \times 2$ Upscaled saturation at 100 and 500 days for Example 1.


Figure 7:8 $\times 8$ Upscaled saturation at 100 and 500 days for Example 1.

### 7.2 Example 2

In the second example, we have a $24 \times 24$ meter domain with a $24 \times 24$ fine grid and a $4 \times 4$ coarse grid. The base 10 logarithm of the permeability is depicted in Fig. 8. It has two high permeability streaks, akin to fractures.


Figure 8:The log of the permeability field for Example 2.

Fig. 9 shows that the saturation is very difficult to resolve. The upscaling technique does a reasonable job following the flow into the first high permeability streak. The coarse solution in Fig 10, however, completely misses the high permeability streaks. It shows an overall tendency to flow right to left rather than the proper direction down to up. The number of degrees of freedom used in this example is given in Table 3.


Figure 9:Fine-scale and $4 \times 4$ Upscaled saturation at 20 days for Example 2.


Figure 10:Coarse-scale saturation at 20 days for Example 2.

|  | Velocity | Pressure |
| :---: | :---: | :---: |
| Coarse | 48 | 16 |
| Upscale | 1008 | 576 |
| Fine | 2208 | 576 |

Table 3. Number of degrees of freedom for Example 2.

Some timing results are given in Table 4. The pressure equation is solved with Jacobi preconditioned conjugate gradients, the saturation equation by Jacobi preconditioned orthomin, and the upscaling numerical Greens functions by a direct solver. The time to compute the $24 \times 24$ fine scale solution
is quite high, since the problem is very poorly conditioned. In contrast, the $4 \times 4$ coarse problem is solved easily. In this example, the upscaled problem takes about as long to solve as the coarse problem; computing the numerical Greens functions takes little extra time and gives a much improved solution.

| Steps | Fine | Upscale | Coarse |
| :---: | :---: | :---: | :---: |
| 1 | $2: 03$ | $0: 10$ | $0: 08$ |
| 2 | $1: 48$ | $0: 09$ | $0: 08$ |
| $3-10$ | $11: 32$ | $1: 10$ | $1: 05$ |
| $11-20$ | $13: 29$ | $1: 28$ | $1: 21$ |
| $21-36$ |  | $2: 21$ | $2: 13$ |
| $37-48$ | $35: 47$ | $2: 02$ | $1: 52$ |
| $49-58$ |  | $1: 42$ | $1: 33$ |
| $59-65$ | $30: 26$ | $1: 21$ | $1: 14$ |
| $66-72$ |  | $1: 21$ | $1: 14$ |
| $73-76$ | $19: 22$ | $0: 46$ | $0: 42$ |
| $77-84$ | $38: 48$ | $1: 34$ | $1: 25$ |

Table 4. Some timing results for Example 2.

## 8 Conclusions

Our upscaling approach improves the resolution of the computed solution. It allows recovery of fine-scale pressure, velocity, and saturation, so it incorporates fine-scale information and nonlinearities directly, thereby circumventing the need to define pseudo-functions. The technique resolves positions of wells within grid blocks, is efficient to compute, has good convergence properties, can be applied at each time step of a time dependent problem, and can be applied to a nonlinear problem during a Newton linearization step.
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#### Abstract

The simulation of realistic multiphase flow problems in porous media requires efficient solution methods and means for handling the complicated structure of the media. The numerical toolbox UG has been developed to be able to use the approaches-multigrid, unstructured grids, adaptivity, and parallel computing-for a wide range of applications. An extensive library of discretization schemes has been implemented with UG in the MUFTE project. In this paper we describe a finite volume method for two-phase flow in fractured porous media and present results for the parallel multigrid solution of a gas-water air sparging problem.


KEYWORDS: multiphase flow, fractures, numerical toolbox, unstructured grids, multigrid, parallel computing

## 1 Introduction

The simulation of realistic problems from environmental engineering, oil reservoirs, and waste disposal sites requires the combination of different numerical methods. To overcome the difficulties associated with the complicated structure of porous media and the highly nonlinear behavior of multiphase systems, a combination of unstructured grids, adaptive local grid refinement, multigrid methods, and parallel computing is necessary. However, the complexity of a program with such a combination increases with each component by several orders of magnitude when compared to a structured sequential program. UG [2] provides a toolbox that combines these approaches for workstations and parallel computers and paves the way to use them for multiphase flow problems. Based on the program MUFTE, several applications
for the simulation of multiphase, multicomponent processes have been implemented.

After an overview of a two-phase flow problem, we present a finite volume method that is part of MUFTE/UG and its extension for discontinuous and fractured porous media. We focus on the simulation of gas-water systems in the fractured media and present results for a gas-water simulation on parallel computers, gas infiltration into fractured porous media, and gas flow in single fractures. Future work will involve applications of MUFTE/UG to multiphase, multicomponent flows with mass interchange between phases.

## 2 The Numerical Toolbox UG

The main objective of the UG project is to provide a fundamental framework on which complex applications can be built. The basic building blocks of its software include geometry representation, mesh generation and its modification, discretization, solvers for linear and nonlinear systems, mesh refinement and error estimation, and tools for postprocessing and visualization. Since full support in all generality for each of these items is hardly possible within the framework of a research project, the UG project focuses on unstructured grids, local grid refinement, robust multigrid methods, and parallel computing on MIMD-type supercomputers. These concepts are present throughout the whole design of UG. The modules of UG are shown in Fig. 0 .


Figure 0: The modular structure of UG.
The dynamical distributed data (DDD) layer [4] is responsible for creating and maintaining the distributed unstructured mesh data structure and the associated vectors and sparse matrices. DDD can migrate object copies of
a node to other processors, for example, while automatically maintaining its references to neighboring objects and the corresponding interface lists. To ensure portability and efficiency, DDD uses the parallel processor interface (PPIF), which provides the low-level message passing function based on MPI, PVM, and several other vendor specific message passing systems.

The domain manager handles geometry representation, based on two different implementations. The first implementation, the "standard domain", is based on a piecewise description of the boundary. Each boundary segment is defined by a mapping from a parameter space $\Lambda \subset \mathcal{R}^{d-1}$ to $\mathcal{R}^{d}, d=2,3$. In the second implementation, the "linear geometry model" (LGM), each boundary segment is an unstructured triangular mesh in 3D space. It is useful for complicated domains that do not allow for a parameterization. The output devices implement support for graphical user interfaces on X11 and Macintosh and deliver graphic outputs to files in the postscript and PPM format. The "low" module provides the basic function, like file I/O and timing. CHACO [8] is a graph partitioning package that is included for load balancing of the grid.

The grid manager is at the heart of UG. It is responsible for the creation and modification of the unstructured mesh data structure. For the mesh creation process, two grid generators are part of UG; the 3D mesh generator was developed by Schöberl [15]. The notion of hierarchical grids is an important part of the UG design. It is assumed that the domain geometry is simple enough to be stored on each processor and that an initial mesh can be generated that is much coarser than the final mesh used to compute the solution. The grid hierarchy is also used for the construction of finite element spaces used in the multigrid method. To ensure flexibility in the construction of the finite element spaces, degrees of freedom can be associated with nodes, edges, and element faces (in 3D). Grids can consist of elements of several types, triangles and quadrilaterals in 2D and tetrahedrons, pyramids, prisms, and hexahedrons in 3D. Meshes can be locally refined and derefined, based on geometrical criteria or through error estimators.

The graphics module on the top of the grid manager is responsible for the visualization of meshes and solutions in 2D and 3D. The visualization is parallelized and can be sent to any output device (screen or file). The linear algebra implements sparse matrix-vector operations and iterative solvers. The numerical support includes functions commonly needed in finite element and finite volume discretization schemes.

Linear and nonlinear solvers and time-stepping schemes are located in the numerical method module. Multigrid can be used as a preconditioner for Krylow subspace methods (Bi-CGstab, GMRES); several smoothers are available for the multigrid. Numerical algorithms are implemented as a set of classes which can be used directly or from which the application programmer can inherit to add new components or replace existing ones. This ensures flexibility and expandability together with the graphical user interface and the scripting language which drive UG applications.

UG has been used as a framework for applications from several fields: linear elasticity, elastoplacticity, Navier-Stokes equations, and density driven flow. In this paper we focus on its application to multiphase flow, which is explained in the next section.

The multiphase, multicomponent module MUFTE includes several applications. The processes which can be implemented via MUFTE may have up to three phases and up to three components. The phase transitions have been taken into account via Henry's, Raoult's, and Dalton's Law, and miscible flow can be thus treated. Nonisothermal processes can also be described, taking the energy equation into account. Future work will involve the addition of a more general phase behavior package to MUFTE.

## 3 Governing Equations for Two-Phase Flow

We consider the flow of two immiscible fluids in a porous medium $\Omega \subset \mathcal{R}^{d}$, $d=2,3$. Let $\mathcal{T}=(0, T)$ be the time interval of interest. We focus on the phases water and gas, but the consideration below is also valid for a general wetting phase and a non-wetting phase, each consisting of a component.

Conservation of mass for both phases $\alpha=w, g$ is expressed by

$$
\frac{\partial\left(\Phi \varrho_{\alpha} S_{\alpha}\right)}{\partial t}+\nabla \cdot\left(\varrho_{\alpha} \mathbf{u}_{\alpha}\right)=\varrho_{\alpha} q_{\alpha} \quad \text { in } \Omega \times \mathcal{T}
$$

where $\Phi(\mathbf{x})$ is the porosity, $S_{\alpha}(\mathbf{x}, t)$ the saturation, $\varrho_{\alpha}\left(p_{\alpha}\right)$ the density, $p_{\alpha}(\mathbf{x}, t)$ the pressure, $\mathbf{u}_{\alpha}(\mathbf{x}, t)$ the macroscopic velocity, and $q_{\alpha}(\mathbf{x}, t)$ the source/sink term of phase $\alpha$. The two phases completely fill the void space of the porous medium:

$$
S_{w}+S_{g}=1
$$

Darcy's law is used to describe the fluid flow at a macroscopic level

$$
\mathbf{u}_{\alpha}=-\frac{k_{r \alpha}}{\mu_{\alpha}} \mathbf{K}\left(\nabla p_{\alpha}-\varrho_{\alpha} \mathbf{g}\right),
$$

where $K(\mathbf{x})$ is the absolute permeability tensor, $k_{r \alpha}\left(\mathbf{x}, S_{\alpha}\right)$ the relative permeability, $\mu_{\alpha}\left(p_{\alpha}\right)$ the dynamic viscosity of phase $\alpha$, and $\mathbf{g}$ the gravitational vector. The relative permeability obeys the constraint $0 \leq k_{r \alpha}\left(S_{\alpha}\right) \leq 1$.

The pressure difference between two phases is expressed by the macroscopic capillary pressure

$$
p_{c}(\mathbf{x}, t)=p_{g}(\mathbf{x}, t)-p_{w}(\mathbf{x}, t) .
$$

Although $0 \leq S_{w}, S_{g} \leq 1$, the wetting fluid can not be removed from a porous medium by pure displacement and the non-wetting fluid can not be replaced completely once it has entered the medium. If we do not take phase transition effects into account, a certain amount of each phase remains in the pore space, the residual saturation $S_{\alpha r}$.

The effective saturations of the two phases are given by

$$
\bar{S}_{w}=\frac{S_{w}-S_{w r}}{1-S_{w r}-S_{g r}}, \quad \bar{S}_{g}=\frac{S_{g}-S_{g r}}{1-S_{w r}-S_{g r}},
$$

where $0 \leq \bar{S}_{\alpha} \leq 1$ and $\bar{S}_{w}+\bar{S}_{g}=1$.
In multiphase systems, $p_{c}$ is a function of the wetting phase saturation: $p_{c}=p_{c}\left(S_{w}\right)$. One often used capillary pressure function is the Brooks-Corey capillary pressure function:

$$
p_{c}\left(S_{w}\right)=p_{d} \bar{S}_{w}^{-\frac{1}{\lambda}} .
$$

In the Brooks-Corey function the parameter $p_{d}$ refers to the entry pressure of the porous medium (the pressure required to displace the wetting phase from the largest pores) and $\lambda$ is related to the pore size distribution of the material. Typical values for $\lambda$ range from 0.2 to 3 . Small $\lambda$ values describe single grain size materials while large $\lambda$ values indicate highly non-uniform materials.

The relative permeabilities $k_{r \alpha}$ depend on the saturation of phase $\alpha$. They can be evaluated by the Brooks-Corey relative permeability functions

$$
k_{r w}\left(S_{w}\right)=\bar{S}_{w}^{\frac{2+3 \lambda}{\lambda}}, \quad k_{r g}\left(S_{g}\right)=\bar{S}_{g}^{2}\left(1-\left(1-\bar{S}_{g}\right)^{\frac{2+\lambda}{\lambda}}\right) .
$$

## 4 Discretization

### 4.1 Phase Pressure-Saturation Formulation

For the equations in the previous section only two out of the four unknowns $S_{w}, S_{g}, p_{w}$, and $p_{g}$ can be chosen as independent unknowns. Substituting

$$
S_{w}=1-S_{g}, \quad p_{g}=p_{w}+p_{c}\left(1-S_{g}\right)
$$

we obtain the $\left(p_{w}, S_{g}\right)$ formulation in $\mathcal{T} \times \Omega$ :

$$
\begin{align*}
& \frac{\partial\left(\Phi \varrho_{w}\left(1-S_{g}\right)\right)}{\partial t}+\nabla \cdot\left(\varrho_{w} \mathbf{u}_{w}\right)-\varrho_{w} q_{w}=0  \tag{4.1}\\
& \frac{\partial\left(\Phi \varrho_{g}\left(S_{g}\right)\right)}{\partial t}+\nabla \cdot\left(\varrho_{g} \mathbf{u}_{g}\right)-\varrho_{g} q_{g}=0
\end{align*}
$$

with Darcy's velocities $\mathbf{u}_{w}$ and $\mathbf{u}_{g}$ given by

$$
\begin{align*}
& \mathbf{u}_{w}=-\frac{k_{r w}}{\mu_{w}} \mathbf{K}\left(\nabla p_{w}-\varrho_{w} \mathbf{g}\right) \\
& \mathbf{u}_{g}=-\frac{k_{r g}}{\mu_{g}} \mathbf{K}\left(\nabla p_{g}+\nabla p_{c}\left(1-S_{g}\right)-\varrho_{g} \mathbf{g}\right) . \tag{4.2}
\end{align*}
$$

Initial and boundary conditions of Neumann or Dirichlet type are

$$
\begin{array}{ll}
p_{w}(\mathbf{x}, 0)=p_{w 0}(\mathbf{x}), & S_{g}(\mathbf{x}, 0)=S_{g 0}(\mathbf{x}) \text { in } \Omega, \\
p_{w}(\mathbf{x}, t)=p_{w d}(\mathbf{x}, t) \text { on } \Gamma_{w d}, & S_{g}(\mathbf{x}, t)=S_{g d}(\mathbf{x}, t) \text { on } \Gamma_{g d}, \\
\varrho_{w} \mathbf{u}_{w} \cdot \mathbf{n}=\phi_{w}(\mathbf{x}, t) \text { on } \Gamma_{w n}, & \varrho_{g} \mathbf{u}_{n} \cdot \mathbf{n}=\phi_{g}(\mathbf{x}, t) \text { on } \Gamma_{g n} .
\end{array}
$$

In a similar way a $\left(p_{n}, S_{g}\right)$ formulation can be derived. While flux type boundary conditions can be specified for both phases in both formulations, Dirichlet type boundary conditions can only be applied for variables present in these equations. A further comparison of the equations reveals that the $\left(p_{w}, S_{g}\right)$ formulation should be used if $\bar{S}_{g}$ is bounded away from 1 while the $\left(p_{g}, S_{w}\right)$ formulation should be used if $\bar{S}_{w}$ is bounded away from 1.

### 4.2 Finite Volumes for Two-Phase Flow

To ensure the applicability of the discretization method for equations (4.1) and (4.2) to a wide range of applications, a fully implicit and fully coupled finite volume method is chosen. The method is described in detail in 3], so we restrict ourselves to the core ideas.

The finite volume method requires the construction of a secondary mesh. In the present case of vertex centered finite volumes, the secondary mesh


Figure 1: Secondary mesh and notation for control volumes.
$\mathcal{B}$ is constructed by connecting element barycenters with edge midpoints as shown in Fig. 1 in 2D. In 3D, the element barycenters are first connected to element face barycenters and these are then connected with edge midpoints. Each control volume $B_{i}$ belongs to a grid vertex $v_{i}$. The intersection of a control volume $B_{i}$ with element $k$ is denoted by $b_{i}^{k}$ (sub-control volume).

We use the index set $I=\{1, \ldots, N\}$, with $N$ being the number of vertices of the grid and the index sets $I_{\alpha d}=\left\{i \in I \mid \mathbf{x}_{i} \notin \Gamma_{\alpha d}\right\}$ for vertices that are not part of a Dirichlet boundary. Along with these index sets, we define appropriate subsets of the standard conforming finite element space $V_{h} \subset$ $H^{1}(\Omega)$

$$
V_{h}=\left\{v \in C^{0}(\bar{\Omega}) \mid v \text { is (multi-) linear on } t \in E_{h}\right\}
$$

and the non-conforming test space $W_{h}$

$$
W_{h}=\left\{w \in L^{2}(\Omega) \mid w \text { is constant on each } B_{j} \in \mathcal{B}\right\}
$$

For $V_{h}$ and $W_{h}$, we have

$$
\forall i, j \in I \forall \varphi_{i} \in V_{h}: \varphi_{i}\left(\mathbf{x}_{j}\right)=\delta_{i j} \quad \text { and } \quad \forall i, j \in I \forall \psi_{i} \in W_{h}: \psi_{i}\left(\mathbf{x}_{j}\right)=\delta_{i j}
$$

The spaces $V_{\alpha h d}$ and $W_{\alpha h d}$ used for the discretization depend on time $t$ :

$$
\begin{aligned}
& V_{\alpha h d}(t)=\left\{v \in V_{h} \mid v\left(\mathbf{x}_{i}\right)=S_{\alpha d}\left(\mathbf{x}_{i}, t\right), i \in I \backslash I_{\alpha d}\right\} \\
& W_{\alpha h d}=\left\{w \in W_{h} \mid w\left(\mathbf{x}_{i}\right)=0, i \in I \backslash I_{\alpha d}\right\}
\end{aligned}
$$

The weak formulation of the present problem is: Find $p_{w h}(t) \in V_{w h d}(t)$ and $S_{g h}(t) \in V_{g h d}(t)$ such that, for $w_{\alpha h} \in W_{\alpha h d}(\alpha=w, g)$ and $t \in \mathcal{T}$,

$$
\begin{align*}
& \frac{\partial}{\partial t} M_{\alpha h}\left(p_{w h}(t), S_{g h}(t), w_{\alpha h}\right)+A_{\alpha h}\left(p_{w h}(t), S_{g h}(t), w_{\alpha h}\right)  \tag{4.3}\\
& \quad+Q_{\alpha h}\left(t, p_{w h}(t), S_{g h}(t), w_{\alpha h}\right)=0
\end{align*}
$$

with the accumulation terms $M_{\alpha h}$, the internal flux terms $A_{\alpha h}$, and the source/sink and boundary flux terms $Q_{\alpha h}$ being given by

$$
\begin{aligned}
& M_{\alpha h}\left(p_{w h}(t), S_{g h}(t), w_{\alpha h}\right)=\sum_{i \in I} w_{\alpha h}\left(\mathbf{x}_{i}\right) \int_{B_{i}} \Phi \varrho_{\alpha} S_{\alpha h} d \mathbf{x}, \\
& A_{\alpha h}\left(p_{w h}(t), S_{g h}(t), w_{\alpha h}\right)=\sum_{i \in I} w_{\alpha h}\left(\mathbf{x}_{i}\right) \int_{\partial B_{i} \cap \Omega} \varrho_{\alpha} \mathbf{u}_{\alpha} \cdot \mathbf{n} d s, \\
& Q_{\alpha h}\left(t, p_{w h}(t), S_{g h}(t), w_{\alpha h}\right)=\sum_{i \in I} w_{\alpha h}\left(\mathbf{x}_{i}\right)\left(\int_{\partial B_{i} \cap \Gamma_{\alpha n}} \phi_{\alpha} d s-\int_{B_{i}} \varrho_{\alpha} q_{\alpha} d \mathbf{x}\right),
\end{aligned}
$$

where in the first equation $S_{w h}$ is replaced by $1-S_{g h}$.
The precise evaluation of the quantities on the discretized domain is explained in detail in [1, 3]. The interior flux term is evaluated using an upwinding scheme. As an example, we show the accumulation term for the gas phase:

$$
M_{n h}\left(p_{w h}, S_{g h}, \psi_{i}\right)=\int_{b_{i}} \Phi_{h} \varrho_{n h} S_{g h} d \mathbf{x} \approx \sum_{k \in E(i)} \boldsymbol{\Phi}_{i} \varrho_{n, i} \mathbf{S}_{g, i} \operatorname{meas}\left(\mathrm{~b}_{\mathrm{i}}^{\mathrm{k}}\right),
$$

where $\boldsymbol{\Phi}_{i}, \varrho_{n, i}$, and $\mathbf{S}_{g, i}$ are the discrete values of the corresponding quantities at grid vertex $i$.

## 5 Interface Conditions

Media with discontinuous properties, such as fractured media, require a special treatment of the solution at these discontinuities. Consider a medium $\Omega$ that consists of two subregions $\Omega^{I}$ and $\Omega^{I I}$, with different absolute permeabilities. For an isotropic medium, we have $\mathbf{K}(\mathbf{x})=k(\mathbf{x}) \mathbf{I}$, with $k=k^{I}$ in $\Omega^{I}$ and $k=k^{I I}$ in $\Omega^{I I}$. If $k^{I}>k^{I I}$, then $\Omega^{I}$ represents a coarse material compared to $\Omega^{I I}$. Other properties, such as the porosity, may be different in the subregions as well.

We assume that $\Omega$ is initially fully saturated with water and that $\Omega^{I I}$ lies above $\Omega^{I}$. Fig. 2 shows the sketch of typical Brooks-Corey capillary pressure functions. If a gas phase is entering the medium from below, it will eventually reach the interface between $\Omega^{I}$ and $\Omega^{I I}$, but will only enter $\Omega^{I I}$ if the capillary pressure is large enough. This pressure is called the threshold pressure or non-wetting phase entry pressure; it corresponds to $p_{d}$ in the Brooks-Corey capillary pressure functions. In Fig. [2, the saturation that has to be reached in order for the gas phase to enter $\Omega^{I I}$ is indicated by $S_{w}^{*}$.

If both fluids are present in both regions and we consider a point on the interface, we can look at this point from either side of the interface. If we


Figure 2: Grid at an interface and capillary pressure for discontinuous media. choose to look from $\Omega^{I}$, the wetting phase saturation is $S_{w}^{I}$ (with $S_{w}^{I}<S_{w}^{*}$ since the fluid is already present in both regions). Since the capillary pressure is an intensive variable, it is a continuous function on the whole medium $\Omega$, so $p_{c}^{I}\left(S_{w}^{I}\right)=p_{c}^{I I}\left(S_{w}^{I I}\right)$. Consequently, the extensive variable saturation is discontinuous at the interface.

To incorporate this discontinuity into the $\left(p_{w}, S_{g}\right)$ formulation, note that no mass is lost or produced at the interface: $\varrho_{w} \mathbf{u}_{w} \cdot \mathbf{n}$ and $\varrho_{g} \mathbf{u}_{g} \cdot \mathbf{n}$ are continuous across the interface. Furthermore, we use the extended capillary pressure condition [16] for points on the interface. It uses the threshold saturation $S_{w}^{*}$ that can be found from $p_{c}^{I}\left(S_{w}^{*}\right)=p_{c}^{I I}(1)$ and defines $S_{n}^{I I}$ in terms of the inverted capillary pressure function for $\Omega^{I I}$ if $S_{w}^{*}$ has been reached from $\Omega^{I}$ :

$$
S_{n}^{I I}= \begin{cases}0, & S_{g}^{I}<S_{g}^{*}=1-S_{w}^{*} \\ 1-\left(p_{c}^{I I}\right)^{-1}\left(p_{c}^{I}\left(1-S_{g}^{I}\right)\right), & S_{g}^{I} \geq S_{g}^{*}=1-S_{w}^{*}\end{cases}
$$

This ensures that if $S_{g}^{I}<1-S_{w}^{*}$ we have $S_{g}=0$ in $\Omega^{I I}$; i.e., if the threshold pressure has not been reached, the non-wetting phase will not enter. Note that the capillary pressure is only defined if both phases exist and will only be defined in $\Omega^{I I}$ if the non-wetting phase has entered. See [5] for a theoretical and numerical examination.

The interface conditions are incorporated into the discretization by imagining duplicated vertices on the interface as shown on the left in Fig. 2 The grid has to resolve interfaces with element edges or faces in order for the interface conditions to work.

The pressure $p_{w}$ is continuous and its value is identical for both vertices.

To represent discontinuous values for the saturation in $v_{i}^{I}$ and $v_{I}^{I I}$, we define the vector $\mathbf{p}_{c m i n}$, with $\mathbf{p}_{\text {cmin }, i}=\min _{k \in E(i)} p_{c}\left(\mathbf{x}^{k}, 1-\mathbf{S}_{n, i}\right)$, where $E(i)$ is the set of indices of all elements having vertex $v_{i}$ as a corner. Using $\mathbf{p}_{c m i n}$, we can compute the saturation $S_{n}$ at vertex $v_{i}$ with respect to element $e_{k}$ :

$$
\hat{S}_{n, i, k}= \begin{cases}\mathbf{S}_{n, i}, & \text { if } p_{c}\left(\mathbf{x}^{k}, 1-\mathbf{S}_{n, i}\right)=\mathbf{p}_{c m i n}, i \\ 0, & \mathbf{p}_{c m i n, i}<p_{c}\left(\mathbf{x}^{k}, 1\right) \\ 1-S, & \text { where } S \text { solves } p_{c}\left(\mathbf{x}^{k}, S\right)=\mathbf{p}_{c m i n}, i\end{cases}
$$

The evaluation of saturation with respect to $e_{k}$ for any $\mathbf{x} \in \bar{e}_{k}$ is done by

$$
\left.S_{n h}\right|_{e_{k}}(\mathbf{x})=\sum_{m \in V(k)} \hat{S}_{n, m, k} \varphi_{m}(\mathbf{x})
$$

where $V(k)$ is the set of all vertices of element $k$. Also, all quantities that depend on the saturation are now evaluated element-wise (dependent on $\hat{S}_{n, i, k}$ ).

## 6 3D Air Sparging

The first example simulates the bubbling of air in a 3D heterogeneous porous medium. The domain is 5 meters high, about 4 by 5 meters wide and contains three lenses with different sand properties. The finite volume method with interface conditions in the $\left(p_{w}, S_{g}\right)$ formulation is used.

The boundary conditions are $p_{w}=10^{5}[\mathrm{~Pa}], \phi_{n}=0$ on the top boundary, $\phi_{n}=\phi_{w}=0$ on the sides and bottom, and $\phi_{n}=-3 \cdot 10^{-3}\left[\mathrm{~kg} /\left(\mathrm{sm}^{2}\right)\right], \phi_{w}=0$ at the inlet boundaries on the bottom. See Fig. 3 for the location of the inlet boundaries.


Figure 3: Geometry, coarse grid and isosurface for $S_{g}=0.05$ for 3D air sparging problem. Solution is shown for $t=640[s]$ (Visualization with GRAPE).

The fluid properties are $\varrho_{w}=1000\left[\mathrm{~kg} / \mathrm{m}^{3}\right], \varrho_{g}=p_{g} / 84149.6\left[\mathrm{~kg} / \mathrm{m}^{3}\right]$, $\mu_{w}=10^{-3}$ [Pas], and $\mu_{n}=1.65 \cdot 10^{-5}$ [Pas]. The initial values are $p_{w}(x, y)=$ $10^{5}+(5-y) \cdot 9810.0$ and $S_{n}=0$.

The Brooks-Corey constitutive relations are used with the parameters:

| Sand | $\Phi$ | $k\left[m^{2}\right]$ | $S_{w r}$ | $S_{n r}$ | $\lambda$ | $p_{d}[P a]$ | $S_{n}^{*}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0.40 | $5.04 \cdot 10^{-10}$ | 0.10 | 0.0 | 2.0 | 1600.0 | - |
| 1 | 0.39 | $2.05 \cdot 10^{-10}$ | 0.10 | 0.0 | 2.0 | 1959.6 | 0.30 |
| 2 | 0.39 | $5.62 \cdot 10^{-11}$ | 0.10 | 0.0 | 2.0 | 2565.7 | 0.55 |
| 3 | 0.41 | $8.19 \cdot 10^{-12}$ | 0.10 | 0.0 | 2.0 | 4800.0 | 0.80 |

Figure 3 shows the coarsest mesh, consisting of 1492 tetrahedral elements. All internal boundaries are resolved by faces of the initial mesh. The mesh is generated with NETGEN [15]. By uniform refinement, a grid hierarchy of five levels is produced, with $6,111,232$ elements and $1,040,129$ nodes on the finest grid.

Figure 3 shows on the right an isosurface of non-wetting phase saturation $S_{g}=0.05$ at final time $T=640[\mathrm{~s}]$. The initial time step size is $\Delta t=8[\mathrm{~s}]$, so 80 time steps are needed (unless a time step reduction is enforced by the nonlinear solver). Visualization has been done with the graphics program GRAPE 14].

The results show that the finite volume method with interface conditions works with 3D unstructured meshes and captures correctly the discontinuities in the saturation that can especially be seen for the uppermost sand lense with a relative permeability that is two orders of magnitude smaller than the surrounding sand.

Thanks to parallel capabilities, the computations for this problem can be carried out on a Cray T3E. Performance results can be found in the table below for up to a million nodes (i.e., 2 million unknowns) mapped to 128 processors. The problem size is scaled with the number of processors, yielding constant workload for each processor for all configurations. Starting with two processors and scaling by 64 results in an almost fourfold increase in total computation time. This can be explained by the increased number of Newton steps on the finest mesh. We believe that this is due to the very thin layers of air under the sand lenses.

| $P$ | $S$ | \# elements | $T$ | $i t_{n l}$ | $i t_{\text {lin }}$ | $i t_{\text {avg }}$ | $t_{m g}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 80 | 95488 | 10771 | 247 | 1355 | 5.5 | 3.44 |
| 16 | 81 | 763904 | 15201 | 320 | 1909 | 6.0 | 3.76 |
| 128 | 83 | 6111232 | 37297 | 693 | 4684 | 6.8 | 3.99 |

The multigrid method uses a point-block Gauß-Seidel smoother and performs very well as seen from the table above where we use the following abbreviations: $P$ the number of processors, $S$ the number of time steps, $T$ the total execution time, $i t_{n l}$ the total number of newton iterations, $i t_{l i n}$ the total number of multigrid cycles, $i t_{\text {avg }}$ the average number of multigrid cycles in each Newton step, and $t_{m g}$ the time for one multigrid cycle in seconds. The multigrid method scales very well with respect to the average number of iterations and the time per iteration (parallel efficiency).

## 7 Discretization with Fractures

In the discretization of two-phase flow in fractured media we employ two fundamental properties of fractures. First, due to their small width, fractures can be discretized by means of finite elements or finite volumes of smaller dimension. Second, if we do not consider open fractures, the fractures can be treated as a porous medium.


Figure 4: Finite volumes for fractures.

For the discretization we assume that interfaces between subregions and fractures are resolved by the grid. This situation is depicted in Fig. [4, where part of a fracture and the surrounding grid is shown. Since the interface conditions can be applied for vertices that lie on several subregions, we can apply the method to fractures as well. Vertex $v_{i}$ in Fig. 4 is part of three subregions: two matrix regions $\Omega^{I}, \Omega^{I I}$ and the fracture.

To illustrate the discretization process, the grid detail is shown twice in Fig. 4, on the left with just the grid as it is stored and on the right with duplicated vertices at the fracture. Note that the vertex $v_{i}$ still exists only once, but in the discretization the quantities associated with it may differ
(dependent on the element we are viewing the vertex from). Also, shown is the secondary grid for the finite volume method. While the construction of the secondary grid for matrix elements remains the same, additional 1D finite volumes along the fracture in $\mathcal{R}^{2}$ and 2D finite volumes in $\mathcal{R}^{3}$ have to be considered. In Fig. (4) two 1D elements with $v_{i}$ as one of their nodes are depicted.

The weak formulation of the problem is still as in (4.3). It is only in the evaluation of the terms $M_{\alpha h}, A_{\alpha h}$, and $Q_{\alpha h}$ that we have to take into account the increased number of finite volumes.

## 8 Gas Infiltration into Fractured Media

The effect of gas infiltration into a fractured medium is simulated on an example with five fractures. The domain size is $80 \mathrm{~m} \times 100 \mathrm{~m}$; the position of the fractures can be seen from Fig. 5

The fluid properties are $\varrho_{w}=1000, \mu_{w}=10^{-3}, \varrho_{g}=p_{g} / 84149.6$, and $\mu_{g}=1.65 \cdot 10^{-5}$. The Brooks-Corey constitutive relations are used with the parameters $\Phi=0.4, k=10^{-8}$, and $p_{d}=1000$ in the matrix and $\Phi=0.39$, $k=10^{-6}$, and $p_{d}=2000$ in the fracture. $\lambda=2$ and $S_{g r}=S_{w r}=0$ is used for both matrix and fracture. The fracture width is $0.04 m$.

The initial values are $S_{g}=0$ and $p_{w}=(100-y) \cdot 9810.0$, and the boundary conditions are $S_{g}=0, \phi_{w}=0$ on the north boundary, $\phi_{g}=0$, and hydrostatic pressure on the sides, and $\phi_{g}=0, \phi_{w}=0$ on the south boundary except for the intervals $[24 m, 32 \mathrm{~m}]$ to $[48 \mathrm{~m}, 56 \mathrm{~m}]$, where $S_{g}=-0.06\left[\mathrm{~kg} /\left(\mathrm{sm}^{2}\right)\right]$.


Figure 5: Gas infiltration into fractured domain at $t=44 \mathrm{~s}, 55 \mathrm{~s}$ and 85 s .

The problem is solved with a Newton method for the nonlinear equations and a multigrid-preconditioned Bi-CGstab on a grid hierarchy of five levels. The coarse grid has 91 elements and the finest grid has 27776 elements, which is created by three uniform refinement steps and one adaptive refinement step that only refines elements neighboring a fracture. ILU is used as a smoother for the multigrid method. The time step size is $\Delta t=1 \mathrm{~s}$.

Fig. 5 shows how gas infiltrates the water saturated medium and that gas moves very fast inside the fractures once the gas phase has reached them. At the top end of the fractures the gas phase is trapped until enough gas is there in order for the entry pressure for the matrix to be reached; then the matrix is infiltrated. The parameters for matrix and fractures have been chosen such that these effects can be observed. In natural rocks, material parameter differences between matrix and fractures are often so large that no infiltration from the fractures into the matrix takes place.

## 9 Comparison of Different Approaches

The strong influence of the topography of fractures on the permeability and on the multiphase flow behavior has been realized only in the recent years. Recent studies of naturally fractured media [11, 12 have shown that the description of the relative permeability must account for the roughness of the fracture walls, the fracture aperture, and the contact areas. The geostatistical model in [13] assumes that both phases can only flow simultaneously if the fracture apertures are correlated anisotropically. A survey of other approaches for the description of relative permeability-saturation relations in fractures can be found in 6.

In [13] the rough fractures are discretized as a field of parallel plates with different averaged apertures $\bar{a}_{i j}$ (see Fig. 6). The permeability of each parallel fracture is given by $k=b^{2} / 12$. Normalizing the fracture domain to unit thickness, the permeability of each averaged aperture $\bar{a}_{i j}$ gets $\bar{k}=a^{3} / 12$. The cut-off-aperture is defined by the capillary pressure $p_{c}=(2 \sigma \cos \alpha) / a_{c}$, with the surface tension $\sigma$. The contact angle $\alpha$ is assumed to be zero.

In [12] the water phase is assumed to fill the void space between all plates with apertures lower than the cut-off-aperture $a_{c}$ and the gas phase is assumed to fill the spaces between all plates with apertures bigger than $a_{c}$. In 9 this approach is referred to as the separation assumption.

In [9] a new aperture distribution based model is formulated. It assu-


Figure 6: Approximation of rough fractures by parallel plates.
mes that a fraction of the plates with $\bar{a}_{i j}>a_{c}$ is still filled with the water phase. This fraction is given by the factor $\alpha$. This assumption is called the mix assumption. Using the mix assumption, 9 reports better results for the relative transmissibilities and the gas saturation when the results of laboratory observations of a degassing experiment [10] are compared with the predictions based on the different assumptions.

Jarsjö developed two sets of constitutive relationships based on the separation assumption and on the mix assumption with $\alpha=0.2$ (see Fig. (7). Both given relative permeability saturation functions have a very high gradient at $S_{w} \approx 1$. At this point little changes of the saturation have a big influence on hydraulic conditions within the fracture. The factor $\alpha=0.2$ for the mix assumption results in a residual saturation for the water phase of $S_{w r}=0.2$.



Figure 7: Comparison of capillary pressures (left) and relative permeabilities (right) based on separation assumption (dotted) and mix assumption (line).

Based on the data in [10], different permeability fields have been generated with the geostatistical tool SIMSET (Prof. Bardòssy, Institute for Hydraulic Engineering, Stuttgart University; best fit shown at Fig. 8). SIMSET uses the turning band method as the basic approach to generate geostatistical data.

The entering of gas from the bottom of the domain is simulated based


Figure 8: Permeability field based on stochastically generated aperture distribution for an area of $1 m \times 1 m$.
on the generated permeability fields. The length of the inlet is set to be 0.02 m . The capillary pressure is computed for each plate via the Leverett condition $p_{c}^{\text {elem }}=p_{c}^{a v g} \sqrt{K^{\text {avg }} / K^{\text {elem }}}$; for the relative permeability function no upscaling concept is established.

For both assumptions the main flow paths are given by the areas of high permeability which are slightly connected. Neither the gas velocities shown differ much, nor the results for the effective permeability or the pressure fields. The most relevant differences occur in the saturations. The simulation using the constitutive relationships based on the mix assumption results in a wider spreading of the gas phase and in higher gradients for the saturation (see Fig. (9).

## 10 Conclusions

Parallel multigrid on unstructured grids can be efficiently used for multiphase flow problems in porous media. The MUFTE/UG program has proven to be successful for the simulation of realistic problems. While the current implementation focuses on a correct representation of the capillary pressure effect and fluid behavior at media discontinuities, a wide range of transport problems has been little explored so far. In a cooperation with the Institute for Scientific Computation of Texas A\&M University, Department of Mathematics of Southern Methodist University, and the Exxon-Mobil Technology Company, we hope to expand the MUFTE/UG program to be able to handle transport problems. In particular, our future work will focus on the ap-
plication of MUFTE/UG to multiphase, multicomponent, multi-dimensional flows with mass interchange between phases. Toward that end, a successful combination of MUFTE/UG and a phase behavior package will be critical.


Figure 9: Water saturation (top), gas pressure (middle) and effective permeability (bottom) for relationships based on separation assumption (left) and mix assumption (right) at $t=3.5 \mathrm{~s}$.
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# The Modified Method of Characteristics for Compressible Flow in Porous Media 

Aijie Cheng Gaohong Wang


#### Abstract

Error estimates are derived for a finite element modified method of characteristics for a coupled system of partial differential equations modelling compressible flow in porous media. Some new techniques are introduced to conduct a convergence analysis. Optimal convergence rate is derived in the case of molecular diffusion and dispersion. One contribution of this paper is the demonstration of how molecular dispersion can be treated.
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## 1 Introduction

The modified method of characteristics (MMOC) was first formulated for a scalar parabolic equation by Douglas and Russell [6] and then extended by Russell [7] to nonlinear coupled systems modelling incompressible flow in porous media. Some improved error estimates were derived in [4]. Convergence of finite element methods (FEM) with MMOC for compressible flow was given by Yuan [9, but only molecular diffusion was considered.

In this paper we consider the model for compressible miscible displacement in porous media, which includes both of molecular diffusion and dispersion. A scheme of FEM with MMOC is established and analyzed.

Consider the single-phase miscible displacement of one compressible fluid by another in a porous medium. A set of equations modelling the pressure $p(x, t)$ and the concentration $c(x, t)$ are given by Douglas and Roberts 5

$$
\begin{align*}
& d(c) \frac{\partial p}{\partial t}+\nabla \cdot u=d(c) \frac{\partial p}{\partial t}-\nabla \cdot(a(c) \nabla p)=q  \tag{1.1}\\
& \phi \frac{\partial c}{\partial t}+b(c) \frac{\partial p}{\partial t}+u \cdot \nabla c-\nabla \cdot\left(D\left(c, p_{1}, p_{2}\right) \nabla c\right)=(\bar{c}-c) q
\end{align*}
$$

for $x \in \Omega$ and $t \in J$, where $\Omega$ is a bounded domain in $R^{2}$ and $J=(0, T]$. We assume that no flow occurs across the boundary

$$
\begin{align*}
& u \cdot \nu=D\left(c, p_{1}, p_{2}\right) \nabla c \cdot \nu=0, \quad(x, t) \in \partial \Omega \times J, \\
& p(x, 0)=p_{0}(x), \quad c(x, 0)=c_{0}(x), \quad x \in \Omega \tag{1.2}
\end{align*}
$$

where $\nu$ is the outer normal to $\partial \Omega, c_{i}=c_{i}(x, t), i=1,2$, the concentration of $i$ th component, $c=c_{1}=1-c_{2}, u$ Darcy's velocity, $k=k(x)$ the permeability of the rock, $\mu$ the local viscosity of the mixed fluid, $\phi=\phi(x)$ the porosity of the rock, $q$ the source-sink term, and $\bar{c}$ the specified concentration at injection wells and $\bar{c}=c$ at production wells. $D$ is a $2 \times 2$ diffusion matrix, which reflects the molecular diffusion and dispersion:

$$
D=\left(D_{i j}\right)_{2 \times 2}, \quad D_{i j}=D_{i j}\left(c, p_{1}, p_{2}\right) \equiv D_{i j}\left(x, c, p_{1}, p_{2}\right)
$$

where $p_{1}=\partial p / \partial x_{1}$ and $p_{2}=\partial p / \partial x_{2}$. If only molecular diffusion is considered, then $D=\phi(x) d_{m} I$, where $d_{m}$ is the molecular diffusivity and $I$ is the $2 \times 2$ unit matrix.

Denote by $z_{1}$ and $z_{2}$ the compressibilities of the two components and set

$$
a(c)=k(x) / \mu(c), d(c)=\phi(x)\left(z_{1} c_{1}+z_{2} c_{2}\right), b(c)=\phi(x) c_{1} c_{2}\left(z_{1}-z_{2}\right) .
$$

For convenience, we assume the system above is $\Omega$-periodic. Thus the noflow boundary conditions above can be dropped. Additionally, the following assumptions are needed in the error analysis:
(1) There exist positive constants $\phi_{*}, \phi^{*}, a_{*}, a^{*}, d_{*}$, and $d^{*}$ such that

$$
\phi_{*} \leq \phi(x) \leq \phi^{*}, \quad a_{*} \leq a(x, c) \leq a^{*}, \quad d_{*} \leq d_{2}(x, c) \leq d^{*}
$$

for arbitrary $x \in \Omega, c \in\left[-\varepsilon^{\prime}, 1+\varepsilon^{\prime}\right]$, and $\varepsilon^{\prime}$ is a small positive constant.
(2) $D$ is positive-definite; i.e., there exists a constant $D_{*}$ such that

$$
e^{T} D\left(x, c, p_{1}, p_{2}\right) e \geq D_{*}|e|^{2}
$$

for arbitrary $x \in \Omega, c \in\left[-\varepsilon^{\prime}, 1+\varepsilon^{\prime}\right],\left(p_{1}, p_{2}\right) \in R^{2}$, and $e \in R^{2}$.
(3) There exist derivatives up to second order for $a(c)$ and $D_{i j}\left(c, p_{1}, p_{2}\right)$, which are bounded uniformly for $x \in \Omega, c \in\left[-\varepsilon^{\prime}, 1+\varepsilon^{\prime}\right],\left(p_{1}, p_{2}\right) \in R^{2}$.

For a finite element analysis for compressible two-phase flow, see [2].

## 2 The Procedure of FEM with MMOC

Let $M_{h_{c}}=M_{h}$ be a family of finite-dimensional subspaces of $H^{1}(\Omega)$ with the properties

$$
\begin{aligned}
& \inf _{\psi \in M_{h}}\left\{\|v-\psi\|+h_{c}\|v-\psi\|_{1}+h_{c}\left(\|v-\psi\|_{L^{\infty}(\Omega)}+\|v-\psi\|_{W_{\infty}^{1}(\Omega)}\right)\right\} \\
& \quad \leq M\|v\|_{s} h_{c}^{s}, \quad v \in W_{2}^{s}(\Omega), 1 \leq s \leq l+1, \\
& \|\psi\|_{j, \infty} \leq M h_{c}^{-1}\|\psi\|_{j}, \quad \psi \in M_{h}, \quad j=0,1, \\
& \|\psi\|_{1} \leq M h_{c}^{-1}\|\psi\|, \quad \psi \in M_{h}, \\
& \|\nabla \psi\|_{0, \infty} \leq M h_{c}^{-1}\|\nabla \psi\|, \quad \psi \in M_{h},
\end{aligned}
$$

where $M$ is independent of $h_{c}$. Similarly, we define another family of finitedimensional subspaces of $H^{1}(\Omega), N_{h_{p}}=N_{h}$, which satisfies the same properties as $M_{h_{c}}$ with $l$ and $h_{c}$ replaced by $k$ and $h_{p}$, respectively.

Let $s(x, t)$ be the unit vector in the characteristic direction and note that

$$
\begin{equation*}
\frac{\partial c}{\partial s(x, t)}=\frac{1}{\sqrt{|u|^{2}+\phi^{2}}}\left(\phi \frac{\partial c}{\partial t}+u \cdot \nabla c\right) \tag{2.1}
\end{equation*}
$$

Multiplying (1.1) by test functions $v, z \in H^{1}(\Omega)$ and integrating by parts, we obtain the variational form

$$
\begin{align*}
& \left(d(c) \frac{\partial p}{\partial t}, v\right)+(a(c) \nabla p, \nabla v)=(q, v), \quad v \in H^{1}(\Omega) \\
& \left(\sqrt{|u|^{2}+\phi^{2}} \frac{\partial c}{\partial s}, z\right)+\left(D\left(c, p_{1}, p_{2}\right) \nabla c, \nabla z\right)+\left(b(c) \frac{\partial p}{\partial t}, z\right)  \tag{2.2}\\
& \quad=((\bar{c}-c) q, z), \quad z \in H^{1}(\Omega)
\end{align*}
$$

Denote by $\Delta t$ the time increment and let $t^{n}=n \Delta t, n=0,1, \ldots, N$, and $N=T / \Delta t$. If the approximation of $p(x, t)$ and $c(x, t)$ have been known at $t^{n-1},\left(P_{h}^{n-1}, C_{h}^{n-1}\right) \in N_{h} \times M_{h}$, we define

$$
\begin{aligned}
& u_{h}^{n-1}=-a\left(C_{h}^{n-1}\right) \nabla P_{h}^{n-1}, \quad d_{t} f^{n}=\frac{f^{n}-f^{n-1}}{\Delta t} \\
& \hat{x}=x-\frac{u_{h}^{n-1}}{\phi(x)} \Delta t, \quad \hat{f}^{n-1}(x)=f^{n-1}(\hat{x})
\end{aligned}
$$

Denote the approximate characteristic direction from $\left(x, t^{n}\right)$ to $\left(\hat{x}, t^{n-1}\right)$ as $\tau\left(x, t^{n}\right)$. The numerical scheme of FEM with MMOC can be defined by

$$
\begin{align*}
& \left(d\left(C_{h}^{n-1}\right) \frac{P_{h}^{n}-P_{h}^{n-1}}{\Delta t}, v\right)+\left(a\left(C_{h}^{n-1}\right) \nabla P_{h}^{n}, \nabla v\right)=\left(q^{n}, v\right), \quad v \in N_{h} \\
& \left(\phi \frac{C_{h}^{n}-\hat{C}_{h}^{n-1}}{\triangle t}, z\right)+\left(D\left(C_{h}^{n-1}, P_{h 1}^{n-1}, P_{h 2}^{n-1}\right) \nabla C_{h}^{n}, \nabla z\right)  \tag{2.3}\\
& \quad+\left(b\left(C_{h}^{n-1}\right) \frac{P_{h}^{n}-P_{h}^{n-1}}{\Delta t}, z\right)=\left(\left(\bar{C}_{h}^{n}-C_{h}^{n}\right) q^{n}, z\right), \quad z \in M_{h}
\end{align*}
$$

where $P_{h 1}=\partial P_{h} / \partial x_{1}, P_{h 2}=\partial P_{h} / \partial x_{2}$, and $\bar{C}_{h}^{n}=\left\{\begin{array}{ll}\bar{c}^{n}, & q^{n}>0, \\ C_{h}^{n}, & q^{n}<0 .\end{array}\right.$ First, $P_{h}^{n} \in N_{h}$ can be solved from (2.3); then $C_{h}^{n} \in M_{h}$ can be obtained by (2.3).

Before the error analysis, we define the elliptic projections $\tilde{p}:[0, T] \rightarrow N_{h}$ and $\tilde{c}:[0, T] \rightarrow M_{h}$ by

$$
\begin{align*}
& (a(c) \nabla(p-\tilde{p}), \nabla v)+\sigma(p-\tilde{p}, v)=0, \quad v \in N_{h} \\
& \left(D\left(c, p_{1}, p_{2}\right) \nabla(c-\tilde{c}), \nabla z\right)+\lambda(c-\tilde{c}, z)=0, \quad z \in M_{h} \tag{2.4}
\end{align*}
$$

where $\lambda$ and $\sigma$ are positive constants large enough to ensure the coercivity of the bilinear form over $H^{1}(\Omega)$. Let

$$
\eta \equiv p-\tilde{p}, \quad \pi \equiv \tilde{p}-P_{h}, \quad \zeta \equiv c-\tilde{c}, \quad \xi \equiv \tilde{c}-C_{h}
$$

Then,

$$
p-P_{h} \equiv \pi+\eta, \quad c-C_{h} \equiv \xi+\zeta .
$$

Lemma 2.1 [1, 3, 8] If $k, l \geq 1$, there exists a constant $M$ independent of $h$ such that

$$
\begin{aligned}
& \|\zeta\|+h_{c}\|\zeta\|_{1}+\left\|\frac{\partial \zeta}{\partial t}\right\|+h_{c}\left\|\frac{\partial \zeta}{\partial t}\right\|_{1} \leq M h_{c}^{l+1} \\
& \|\eta\|+h_{p}\|\eta\|_{1}+\left\|\frac{\partial \eta}{\partial t}\right\|+h_{p}\left\|\frac{\partial \eta}{\partial t}\right\|_{1} \leq M h_{p}^{k+1} \\
& \|\tilde{p}\|_{W_{\infty}^{1}\left(J ; W_{\infty}^{1}(\Omega)\right)}+\|\tilde{c}\|_{W_{\infty}^{1}\left(J ; W_{\infty}^{1}(\Omega)\right)} \leq M \\
& \left\|\frac{\partial^{2} \eta}{\partial t^{2}}\right\|_{1} \leq M h_{p}^{k}, \quad\left\|\frac{\partial^{3} \eta}{\partial t^{3}}\right\|_{L^{\infty}(\Omega)} \leq M
\end{aligned}
$$

Let us select the initial approximation $P_{h}^{0}=\tilde{p}^{0}$ and $C_{h}^{0}=\tilde{c}^{0}$. Then,

$$
\begin{equation*}
\pi^{0}=0, \quad \xi^{0}=0 \tag{2.5}
\end{equation*}
$$

Throughout the analysis, the symbol $M$ denotes a generic constant, not the same at different places, which is independent of all mesh parameters. Similarly, $\varepsilon$ denotes a generic small positive constant.

## 3 Convergence Analysis

Firstly, we establish error equations. Subtracting (2.3) from (2.2) and using the definition of projection, we obtain

$$
\begin{align*}
& \left(d\left(C_{h}^{n-1}\right) d_{t} \pi^{n}, v\right)+\left(a\left(C_{h}^{n-1}\right) \nabla \pi^{n}, \nabla v\right) \\
& \quad=-\left(\left[d\left(c^{n}\right) \frac{\partial p^{n}}{\partial t}-d\left(C_{h}^{n-1}\right) d_{t} p^{n}\right], v\right)-\left(d\left(C_{h}^{n-1}\right) d_{t} \eta^{n}, v\right)  \tag{3.1}\\
& \quad-\left(\left[a\left(c^{n}\right)-a\left(C_{h}^{n-1}\right)\right] \nabla \tilde{p}^{n}, \nabla v\right)+\sigma\left(\eta^{n}, v\right)
\end{align*}
$$

Then, let $n=1$ and $v=d_{t} \pi^{1}$. It is shown that

$$
\begin{align*}
&\left(d\left(C_{h}^{0}\right) d_{t} \pi^{1}, d_{t} \pi^{1}\right)+\left(a\left(C_{h}^{0}\right) \nabla \pi^{1}, \nabla d_{t} \pi^{1}\right) \\
&=-\left(\left[d\left(c^{1}\right) \frac{\partial p^{1}}{\partial t}-d\left(C_{h}^{0}\right) d_{t} p^{1}\right], d_{t} \pi^{1}\right)-\left(d\left(C_{h}^{0}\right) d_{t} \eta^{1}, d_{t} \pi^{1}\right)  \tag{3.2}\\
&-\left(\left[a\left(c^{1}\right)-a\left(C_{h}^{0}\right)\right] \nabla\left(\tilde{p}^{1}-p^{1}\right), \nabla d_{t} \pi^{1}\right) \\
&-\left(\left[a\left(c^{1}\right)-a\left(C_{h}^{0}\right)\right] \nabla p^{1}, \nabla d_{t} \pi^{1}\right)+\sigma\left(\eta^{1}, d_{t} \pi^{1}\right) .
\end{align*}
$$

By $\xi^{0}=\pi^{0}=0$ and inverse properties, we have

$$
\begin{aligned}
& \left\|d_{t} \eta^{1}\right\|^{2} \leq M h_{p}^{2 k+2}, \\
& \left(\left[a\left(c^{1}\right)-a\left(C_{h}^{0}\right)\right] \nabla \eta^{1}, \nabla d_{t} \pi^{1}\right) \leq M\left\|c^{1}-\tilde{c}^{0}\right\|\left\|\nabla \eta^{1}\right\|\left\|\nabla d_{t} \pi^{1}\right\|_{L^{\infty}} \\
& \quad \leq M\left\|c^{1}-\tilde{c}^{0}\right\| h_{p}^{k} h_{p}^{-2}\left\|d_{t} \pi^{1}\right\| \leq M\left(\triangle t^{2}+\left\|\zeta^{0}\right\|^{2}\right)+\varepsilon\left\|d_{t} \pi^{1}\right\|^{2}, \quad k \geq 2 .
\end{aligned}
$$

Using integration by parts, we obtain

$$
\begin{aligned}
& \left|\left(\left[a\left(c^{1}\right)-a\left(C_{h}^{0}\right)\right] \nabla p^{1}, \nabla d_{t} \pi^{1}\right)\right| \\
& \quad \leq\left|\left(\left[a\left(c^{1}\right)-a\left(C_{h}^{0}\right)\right] \triangle p^{1}, d_{t} \pi^{1}\right)\right|+\left|\nabla\left(\left[a\left(c^{1}\right)-a\left(C_{h}^{0}\right)\right] \cdot \nabla p^{1}, d_{t} \pi^{1}\right)\right| \\
& \quad \leq M\left(\triangle t^{2}+\left\|\zeta^{0}\right\|^{2}+\left\|\nabla \zeta^{0}\right\|^{2}\right)+\varepsilon\left\|d_{t} \pi^{1}\right\|^{2}
\end{aligned}
$$

By the boundedness of $d$ and $a$, we have

$$
\begin{equation*}
\left\|d_{t} \pi^{1}\right\|^{2}+\frac{1}{\triangle t}\left\|\nabla \pi^{1}\right\|^{2}+\triangle t\left\|\nabla d_{t} \pi^{1}\right\|^{2} \leq M\left(\triangle t^{2}+h_{c}^{2 l}+h_{p}^{2 k+2}\right) \tag{3.3}
\end{equation*}
$$

If we try to derive a reasonable evolutionary error inequality for $p(x, t)$ from (3.1) which can be coupled suitably with that for $c(x, t)$ given later, some essential difficulties would occur unavoidably. Differently from the case of molecular diffusion, we now establish another error equation from a new viewpoint. Operating (3.1) by $d_{t}$ and taking $v=d_{t} \pi^{n}$, we obtain the error equation

$$
\begin{align*}
\left(d_{t}\right. & {\left.\left[d\left(C_{h}^{n-1}\right) d_{t} \pi^{n}\right], d_{t} \pi^{n}\right)+\left(d_{t}\left[a\left(C_{h}^{n-1}\right) \nabla \pi^{n}\right], \nabla d_{t} \pi^{n}\right) } \\
= & -\left(d_{t}\left[d\left(c^{n}\right) \frac{\partial p^{n}}{\partial t}-d\left(c^{n-1}\right) d_{t} p^{n}\right], d_{t} \pi^{n}\right) \\
& -\left(d_{t}\left[\left(d\left(c^{n-1}\right)-d\left(C_{h}^{n-1}\right)\right) d_{t} p^{n}\right], d_{t} \pi^{n}\right)  \tag{3.4}\\
& -\left(d_{t}\left[d\left(C_{h}^{n-1}\right) d_{t} \eta^{n}\right], d_{t} \pi^{n}\right)+\sigma\left(d_{t} \eta^{n}, d_{t} \pi^{n}\right) \\
& -\left(d_{t}\left[\left(a\left(c^{n}\right)-a\left(C_{h}^{n-1}\right)\right) \nabla \tilde{p}^{n}\right], \nabla d_{t} \pi^{n}\right),
\end{align*}
$$

where $n \geq 2$. Denote the terms on the left side as $A_{1}$ and $A_{2}$, and the terms on the right side as $A_{3}, \ldots, A_{7}$ in order.

The induction hypotheses are useful

$$
\begin{equation*}
\left\|d_{t} \pi^{r}\right\|_{L^{\infty}(\Omega)} \leq 1, \quad\left\|\nabla \pi^{r}\right\|_{L^{\infty}(\Omega)} \leq 1, \quad\left\|\xi^{r}\right\|_{W_{\infty}^{1}(\Omega)} \leq 1 \tag{3.5}
\end{equation*}
$$

Let $\Delta t=o\left(h_{p}\right), h_{c}^{l}=o\left(h_{p}\right)$, and $k \geq 1$. From (3.3) and the inverse properties

$$
\begin{aligned}
& \left\|d_{t} \pi^{1}\right\|_{L^{\infty}(\Omega)} \leq M h_{p}^{-1}\left\|d_{t} \pi^{1}\right\| \leq M h_{p}^{-1}\left(\Delta t+h_{c}^{l}+h_{p}^{k+1}\right) \leq 1, \\
& \left\|\nabla \pi^{1}\right\|_{L^{\infty}(\Omega)} \leq M h_{p}^{-1}\left\|\nabla \pi^{1}\right\| \leq M h_{p}^{-1}\left(\Delta t+h_{c}^{l}+h_{p}^{k+1}\right) \leq 1
\end{aligned}
$$

Then from (2.5) and the above inequalities, the first equation in (3.5) is true for $r=1$, the second is true for $r=0,1$, and the third is true for $r=0$. Now, we suppose that the first and second equations in (3.5) are true for $r=1,2, \ldots, m-1$ and the third is true for $r=0,1, \ldots, m-1$. We demonstrate that (3.5) is true for $r=m$.

By expansion, we know

$$
\begin{aligned}
& A_{1} \geq d_{t}\left(d\left(C_{h}^{n-1}\right) d_{t} \pi^{n}, d_{t} \pi^{n}\right)+\left(d_{t} d\left(C_{h}^{n-1}\right) d_{t} \pi^{n-1}, d_{t} \pi^{n}\right) / 2 \\
& \quad-\left(d_{t} d\left(C_{h}^{n-1}\right) d_{t} \pi^{n-1}, d_{t} \pi^{n-1}\right) / 2 \equiv A_{1}^{1}+A_{1}^{2}+A_{1}^{3}
\end{aligned}
$$

By the induction hypotheses and the linearity of $d(c)$ on $c$, we have

$$
\left|A_{1}^{2}+A_{1}^{3}\right| \leq M\left(h_{c}^{2 l+2}+\left\|d_{t} \xi^{n-1}\right\|^{2}+\left\|d_{t} \pi^{n-1}\right\|^{2}+\left\|d_{t} \pi^{n}\right\|^{2}\right)
$$

where $J^{n-1}=\left[t^{n-2}, t^{n-1}\right]$. For $A_{2}, A_{3}, A_{4}$, and $A_{6}$, we have

$$
\begin{aligned}
& A_{2}=\left(a\left(C_{h}^{n-1}\right) d_{t} \nabla \pi^{n}, \nabla d_{t} \pi^{n}\right)+\left(d_{t} a\left(C_{h}^{n-1}\right) \nabla \pi^{n-1}, \nabla d_{t} \pi^{n}\right) \equiv A_{2}^{1}+A_{2}^{2} \\
& A_{2}^{1} \geq a_{*}\left\|\nabla d_{t} \pi^{n}\right\|^{2} \\
& \left|A_{2}^{2}\right| \leq M\left(h_{c}^{2 l+2}+\left\|d_{t} \xi^{n-1}\right\|^{2}+\left\|\nabla \pi^{n-1}\right\|^{2}\right)+\varepsilon\left\|\nabla d_{t} \pi^{n}\right\|^{2} \\
& \left|A_{3}+A_{4}+A_{6}\right| \leq M\left(\triangle t^{2}+h_{c}^{2 l+2}+h_{p}^{2 k+2}+\left\|\xi^{n-1}\right\|^{2}+\left\|d_{t} \xi^{n-1}\right\|^{2}+\left\|d_{t} \pi^{n}\right\|^{2}\right)
\end{aligned}
$$

Now, only $A_{5}$ and $A_{7}$ are left. Divide $A_{5}$ into two parts

$$
A_{5}=-\left(d_{t} d\left(C_{h}^{n-1}\right) d_{t} \eta^{n}, d_{t} \pi^{n}\right)-\left(d\left(C_{h}^{n-2}\right) d_{t}^{2} \eta^{n}, d_{t} \pi^{n}\right) \equiv A_{5}^{1}+A_{5}^{2}
$$

By inverse properties,

$$
\begin{aligned}
& \left|A_{5}^{1}\right| \leq M\left(\left\|d_{t} \xi^{n-1}\right\|\left\|d_{t} \eta^{n}\right\|\left\|d_{t} \pi^{n}\right\|_{L^{\infty}(\Omega)}\right. \\
& \left.\quad+\left\|d_{t} \zeta^{n-1}\right\|\left\|d_{t} \eta^{n}\right\|\left\|d_{t} \pi^{n}\right\|_{L^{\infty}(\Omega)}+\left\|d_{t} \eta^{n}\right\|\left\|d_{t} \pi^{n}\right\|\right)
\end{aligned}
$$

By the mean value theorem and the boundedness of $\partial^{3} \eta / \partial t^{3}$ (Lemma 2.1), we have

$$
\begin{aligned}
A_{5}^{2} & =-\left(d\left(C_{h}^{n-2}\right) \Delta t^{-2} \int_{0}^{\Delta t}\left[\frac{\partial \eta}{\partial t}\left(t^{n-1}+t\right)-\frac{\partial \eta}{\partial t}\left(t^{n-2}+t\right)\right] d t, d_{t} \pi^{n}\right) \\
& =-\left(d\left(C_{h}^{n-2}\right) \Delta t^{-1} \int_{0}^{\triangle t}\left[\frac{\partial^{2} \eta}{\partial t^{2}}\left(t^{n-2}+t\right)+\Delta t \frac{\partial^{3} \eta}{\partial t^{3}}\left(t^{n-2}+\theta \triangle t+t\right)\right] d t, d_{t} \pi^{n}\right) \\
\left|A_{5}^{2}\right| & \leq M\left(\triangle t^{-1}\left\|\frac{\partial^{2} \eta}{\partial t^{2}}\right\|_{L^{2}\left(J^{n-1} ; L^{2}(\Omega)\right)}^{2}+\Delta t^{2}+\left\|d_{t} \pi^{n}\right\|^{2}\right)
\end{aligned}
$$

We can divide $A_{7}$ into three parts

$$
\begin{aligned}
A_{7}= & -\left(d_{t}\left[a\left(c^{n}\right)-a\left(c^{n-1}\right)\right] \nabla \tilde{p}^{n}, \nabla d_{t} \pi^{n}\right) \\
& -\left(d_{t}\left[a\left(c^{n-1}\right)-a\left(C_{h}^{n-1}\right)\right] \nabla \tilde{p}^{n}, \nabla d_{t} \pi^{n}\right) \\
& -\left(\left[a\left(c^{n}\right)-a\left(C_{h}^{n-1}\right)\right] \nabla d_{t} \tilde{p}^{n}, \nabla d_{t} \pi^{n}\right) \equiv A_{7}^{1}+A_{7}^{2}+A_{7}^{3}, \\
\left|A_{7}^{1}+A_{7}^{3}\right| \leq & M\left(\triangle t^{2}+h_{c}^{2 l+2}+\left\|\xi^{n-1}\right\|^{2}\right)+\varepsilon\left\|\nabla d_{t} \pi^{n}\right\|^{2} .
\end{aligned}
$$

There exist $c^{*} \in\left[c^{n-2}, c^{n-1}\right]$ and $C_{h}^{*} \in\left[C_{h}^{n-2}, C_{h}^{n-1}\right]$ such that

$$
\begin{aligned}
& d_{t}\left[a\left(c^{n-1}\right)-a\left(C_{h}^{n-1}\right)\right]=\frac{\partial a}{\partial c}\left(c^{*}\right) d_{t} c^{n-1}-\frac{\partial a}{\partial c}\left(C_{h}^{*}\right) d_{t} C_{h}^{n-1} \\
& \left|c^{*}-C_{h}^{*}\right| \leq\left|c^{n-1}-c^{n-2}\right|+\left|c^{n-1}-C_{h}^{n-1}\right|+\left|c^{n-2}-C_{h}^{n-2}\right| .
\end{aligned}
$$

Then,

$$
\left|A_{7}^{2}\right| \leq M\left(\triangle t^{2}+h_{c}^{2 l+2}+\left\|\xi^{n-1}\right\|^{2}+\left\|\xi^{n-2}\right\|^{2}+\left\|d_{t} \xi^{n-1}\right\|^{2}\right)+\varepsilon\left\|\nabla d_{t} \pi^{n}\right\|^{2}
$$

Multiplying (3.4) by $\Delta t$ and summing that from $n=2$ to $n=m$, if $\varepsilon$ is taken to be small enough, by the above estimates and (3.3), we obtain

$$
\begin{align*}
& \left\|d_{t} \pi^{m}\right\|^{2}+\sum_{n=1}^{m}\left\|\nabla d_{t} \pi^{n}\right\|^{2} \Delta t \leq M\left(\Delta t^{2}+h_{c}^{2 l}+h_{p}^{2 k}\right.  \tag{3.6}\\
& \left.\sum_{n=1}^{m}\left(\left\|\xi^{n}\right\|^{2}+\left\|\nabla \pi^{n}\right\|^{2}+\left\|d_{t} \xi^{n}\right\|^{2}+\left\|d_{t} \pi^{n}\right\|^{2}\right) \triangle t\right)
\end{align*}
$$

for $m \geq 1$. This is the evolutionary error inequality for $p(x, t)$.
Now, we turn to the concentration equation. Subtracting (2.3) from (2.2) and taking $z=d_{t} \xi^{n}$, we see that

$$
\begin{aligned}
( & \left.\phi d_{t} \xi^{n}, d_{t} \xi^{n}\right)+\left(D\left(C_{h}^{n-1}, P_{h 1}^{n-1}, P_{h 2}^{n-1}\right) \nabla \xi^{n}, \nabla d_{t} \xi^{n}\right) \\
= & -\left(\left[\phi \frac{\partial c^{n}}{\partial t}+u_{h}^{n-1} \cdot \nabla c^{n}-\phi \frac{c^{n}-\hat{c}^{n-1}}{\triangle t}\right], d_{t} \xi^{n}\right) \\
& -\left(\left[a\left(C_{h}^{n-1}\right) \nabla P_{h}^{n-1}-a\left(c^{n}\right) \nabla p^{n}\right] \cdot \nabla c^{n}, d_{t} \xi^{n}\right) \\
& -\left(\phi \frac{\zeta^{n}-\zeta^{n-1}}{\triangle t}, d_{t} \xi^{n}\right)-\left(\phi \frac{\xi^{n-1}-\hat{\xi}^{n-1}}{\triangle t}, d_{t} \xi^{n}\right) \\
& -\left(\phi \frac{\zeta^{n-1}-\hat{\zeta}^{n-1}}{\triangle t}, d_{t} \xi^{n}\right)+\lambda\left(\xi^{n}+\zeta^{n}, d_{t} \xi^{n}\right)-\left(\left(\xi^{n}+\zeta^{n}\right) q_{+}, d_{t} \xi^{n}\right) \\
& -\left(\left[D\left(c^{n}, p_{1}^{n}, p_{2}^{n}\right)-D\left(C_{h}^{n-1}, P_{h 1}^{n-1}, P_{h 2}^{n-1}\right)\right] \nabla \tilde{c}^{n}, d_{t} \xi^{n}\right) \\
& -\left(b\left(c^{n}\right) \frac{\partial p^{n}}{\partial t}-b\left(C_{h}^{n-1}\right) d_{t} P_{h}^{n}, d_{t} \xi^{n}\right)
\end{aligned}
$$

where $q_{+}=\max (0, q)$. Multiplying this equation by $\Delta t$ and summing over $1 \leq n \leq m$, we denote the resulting terms as $B_{1}, B_{2}, \ldots, B_{11}$ from the left to the right side. Obviously,

$$
B_{1} \geq \phi_{*} \sum_{n=1}^{m}\left\|d_{t} \xi^{n}\right\|^{2}
$$

$B_{2}$ can be decomposed as follows:

$$
\begin{aligned}
B_{2} \geq & \frac{1}{2} \sum_{n=1}^{m} d_{t}\left(D\left(C_{h}^{n-1}, P_{h 1}^{n-1}, P_{h 2}^{n-1}\right) \nabla \xi^{n}, \nabla \xi^{n}\right) \\
& -\frac{1}{2} \sum_{n=1}^{m}\left(d_{t} D\left(C_{h}^{n-1}, P_{h 1}^{n-1}, P_{h 2}^{n-1}\right) \nabla \xi^{n-1}, \nabla \xi^{n-1}\right) \equiv B_{2}^{1}+B_{2}^{2}
\end{aligned}
$$

By $\xi^{0}=0$ and

$$
B_{2}^{1}=\frac{1}{2}\left(D\left(C_{h}^{m-1}, P_{h 1}^{m-1}, P_{h 2}^{m-1}\right) \nabla \xi^{m}, \nabla \xi^{m}\right) \geq \frac{1}{2} D_{*}\left\|\nabla \xi^{m}\right\|^{2}
$$

we see that

$$
\phi_{*} \sum_{n=1}^{m}\left\|d_{t} \xi^{n}\right\|^{2} \triangle t+\frac{1}{2} D_{*}\left\|\nabla \xi^{m}\right\|^{2} \leq B_{3}+\ldots+B_{11}-B_{2}^{2} .
$$

By estimating negative norms and integral transformations [2], we have

$$
\begin{aligned}
\left|B_{3}+B_{6}+B_{7}\right| \leq & M \triangle t^{2}\left\|\frac{\partial^{2} \tau}{\partial \tau^{2}}\right\|_{L^{2}\left(J ; L^{2}(\Omega)\right)}^{2} \\
& +M \sum_{n=1}^{m}\left(\left\|\nabla \xi^{n}\right\|^{2}+\left\|\nabla \zeta^{n}\right\|^{2}\right) \triangle t+\varepsilon \sum_{n=1}^{m}\left\|d_{t} \xi^{n}\right\|^{2} \triangle t
\end{aligned}
$$

where $\tau$ is the approximate characteristic direction from $\left(t^{n}, x\right)$ to $\left(t^{n-1}, \hat{x}\right)$. A direct computation leads to

$$
\begin{aligned}
& \left|B_{4}+B_{5}+B_{8}+B_{9}+B_{11}\right| \leq M\left\{\triangle t^{2}+h_{c}^{2 l+2}+h_{p}^{2 k}\right. \\
& \left.+\sum_{n=1}^{m}\left(\left\|\xi^{n}\right\|^{2}+\left\|d_{t} \pi^{n}\right\|^{2}+\left\|\nabla \pi^{n}\right\|^{2}\right) \triangle t\right\}+\varepsilon \sum_{n=1}^{m}\left\|d_{t} \xi^{n}\right\|^{2} \triangle t .
\end{aligned}
$$

The crucial is to analyze $B_{2}^{2}$ and $B_{10}$. We find that

$$
\begin{aligned}
& \left|d_{t} D_{i j}\left(C_{h}^{n-1}, P_{h 1}^{n-1}, P_{h 2}^{n-1}\right)\right| \\
& \leq M\left(\left|d_{t} \xi^{n-1}\right|+\left|d_{t} \zeta^{n-1}\right|+\left|d_{t} c^{n-1}\right|+\left|\nabla d_{t} \eta^{n-1}\right|+\left|\nabla d_{t} \pi^{n-1}\right|+\left|\nabla d_{t} p^{n-1}\right|\right) .
\end{aligned}
$$

By the induction hypotheses, we have

$$
\left|B_{2}^{2}\right| \leq M\left(h_{c}^{2 l+2}+h_{p}^{2 k}+\sum_{n=1}^{m-1}\left\|\nabla \xi^{n}\right\|^{2} \triangle t\right)+\varepsilon \sum_{n=1}^{m}\left(\left\|d_{t} \xi^{n}\right\|^{2}+\left\|\nabla d_{t} \pi^{n}\right\|^{2}\right) \triangle t
$$

To handle $B_{10}$, by summation by parts and $\xi^{0}=0$, we obtain

$$
\begin{aligned}
B_{10} & =\sum_{n=1}^{m}\left(d_{t}\left[D\left(c^{n}, p_{1}^{n}, p_{2}^{n}\right)-D\left(c^{n-1}, p_{1}^{n-1}, p_{2}^{n-1}\right)\right] \nabla \tilde{c}^{n}, \nabla \xi^{n-1}\right) \Delta t \\
& +\sum_{n=1}^{m}\left(d_{t}\left[D\left(c^{n-1}, p_{1}^{n-1}, p_{2}^{n-1}\right)-D\left(C_{h}^{n-1}, P_{h 1}^{n-1}, P_{h 2}^{n-1}\right)\right] \nabla \tilde{c}^{n}, \nabla \xi^{n-1}\right) \Delta t \\
& +\sum_{n=1}^{m}\left(\left[D\left(c^{n}, p_{1}^{n}, p_{2}^{n}\right)-D\left(C_{h}^{n-1}, P_{h 1}^{n-1}, P_{h 2}^{n-1}\right)\right] d_{t} \nabla \tilde{c}^{n}, \nabla \xi^{n-1}\right) \Delta t \\
& -\left(\left[D\left(c^{m}, p_{1}^{m}, p_{2}^{m}\right)-D\left(C_{h}^{m-1}, P_{h 1}^{m-1}, P_{h 2}^{m-1}\right)\right] \nabla \tilde{c}^{m}, \nabla \xi^{m}\right) \\
\equiv & B_{10}^{1}+B_{10}^{2}+\ldots+B_{10}^{4} .
\end{aligned}
$$

It is easy to show that

$$
\begin{aligned}
& \left|B_{10}^{1}+B_{10}^{3}\right| \leq M\left\{\triangle t^{2}+h_{c}^{2 l+2}+h_{p}^{2 k}+\sum_{n=1}^{m}\left(\left\|\xi^{n}\right\|^{2}+\left\|\nabla \pi^{n}\right\|^{2}+\left\|\nabla \xi^{n}\right\|^{2}\right) \Delta t\right\} \\
& \left|B_{10}^{4}\right| \leq M\left(\triangle t^{2}+h_{c}^{2 l+2}+h_{p}^{2 k}+\left\|\xi^{m-1}\right\|^{2}+\left\|\nabla \pi^{m-1}\right\|^{2}\right)+\varepsilon\left\|\nabla \xi^{m-1}\right\|^{2}
\end{aligned}
$$

For $B_{10}^{2}$, using the mean value theorem and smoothness of $D_{i j}$, we have

$$
\begin{aligned}
& d_{t}\left[D_{i j}\left(c^{n-1}, p_{1}^{n-1}, p_{2}^{n-1}\right)-D_{i j}\left(C_{h}^{n-1}, P_{h 1}^{n-1}, P_{h 2}^{n-1}\right)\right] \\
& \leq M\left(\triangle t+\left|d_{t} \xi^{n-1}\right|+\left|d_{t} \zeta^{n-1}\right|+\left|\xi^{n-1}\right|+\left|\zeta^{n-1}\right|+\left|\xi^{n-2}\right|+\left|\zeta^{n-2}\right|\right. \\
& \left.\quad+\left|\nabla d_{t} \pi^{n-1}\right|+\left|\nabla d_{t} \eta^{n-1}\right|+\left|\nabla \pi^{n-1}\right|+\left|\nabla \pi^{n-2}\right|+\left|\nabla \eta^{n-1}\right|+\left|\nabla \eta^{n-2}\right|\right)
\end{aligned}
$$

Then,

$$
\begin{aligned}
\left|B_{10}^{2}\right| \leq & M\left\{\triangle t^{2}+h_{p}^{2 k}+h_{c}^{2 l+2}+\sum_{n=1}^{m}\left(\left\|\xi^{n}\right\|_{1}^{2}+\left\|\nabla \pi^{n}\right\|^{2}\right) \triangle t\right\} \\
& +\varepsilon \sum_{n=1}^{m}\left(\left\|d_{t} \xi^{n}\right\|^{2}+\left\|\nabla d_{t} \pi^{n}\right\|^{2}\right) \triangle t
\end{aligned}
$$

Combining the above estimates and taking $\varepsilon$ small enough, we have

$$
\begin{gathered}
\sum_{n=1}^{m}\left\|d_{t} \xi^{n}\right\|^{2} \Delta t+\left\|\nabla \xi^{m}\right\|^{2} \leq M\left\{\triangle t^{2}+h_{p}^{2 k}+h_{c}^{2 l}+\left\|\xi^{m-1}\right\|^{2}+\left\|\nabla \pi^{m-1}\right\|^{2}\right. \\
\left.+\sum_{n=1}^{m}\left(\left\|\xi^{n}\right\|_{1}^{2}+\left\|\nabla \pi^{n}\right\|^{2}\right) \triangle t\right\}+\varepsilon \sum_{n=1}^{m}\left\|\nabla d_{t} \pi^{n}\right\|^{2} \triangle t
\end{gathered}
$$

Multiplying (3.6) by $(M+1)$, adding the result to the above inequality, and taking $\varepsilon$ small enough, we obtain

$$
\begin{aligned}
& \sum_{n=1}^{m}\left(\left\|d_{t} \xi^{n}\right\|^{2}+\left\|\nabla d_{t} \pi^{n}\right\|^{2}\right) \triangle t+\left\|\nabla \xi^{m}\right\|^{2}+\left\|d_{t} \pi^{m}\right\|^{2} \\
& \leq M\left\{\triangle t^{2}+h_{p}^{2 k}+h_{c}^{2 l}+\left\|\xi^{m-1}\right\|^{2}+\left\|\nabla \pi^{m-1}\right\|^{2}\right. \\
& \left.\quad+\sum_{n=1}^{m}\left(\left\|\xi^{n}\right\|_{1}^{2}+\left\|\nabla \pi^{n}\right\|^{2}+\left\|d_{t} \pi^{n}\right\|^{2}\right) \triangle t\right\}
\end{aligned}
$$

Observing that

$$
\left\|f^{m}\right\|^{2}-\left\|f^{0}\right\|^{2} \leq M \sum_{n=1}^{m}\left\|f^{n}\right\|^{2} \triangle t+\varepsilon \sum_{n=1}^{m}\left\|d_{t} f^{n}\right\|^{2} \triangle t
$$

we now have

$$
\begin{aligned}
& \sum_{n=1}^{m}\left(\left\|d_{t} \xi^{n}\right\|^{2}+\left\|d_{t} \pi^{n}\right\|_{1}^{2}\right) \triangle t+\left\|\xi^{m}\right\|_{1}^{2}+\left\|d_{t} \pi^{m}\right\|^{2}+\left\|\pi^{m}\right\|_{1}^{2} \\
& \leq M\left\{\triangle t^{2}+h_{p}^{2 k}+h_{c}^{2 l}+\sum_{n=1}^{m}\left(\left\|\xi^{n}\right\|_{1}^{2}+\left\|\pi^{n}\right\|_{1}^{2}+\left\|d_{t} \pi^{n}\right\|^{2}\right) \triangle t\right\}
\end{aligned}
$$

Using Bellman's inequality, it is shown that

$$
\begin{align*}
& \max _{1 \leq n \leq m}\left\|d_{t} \pi^{m}\right\|^{2}+\max _{1 \leq n \leq m}\left\|\pi^{m}\right\|_{1}^{2}+\max _{1 \leq n \leq m}\left\|\xi^{m}\right\|_{1}^{2} \\
& +\sum_{n=1}^{m}\left(\left\|d_{t} \pi^{n}\right\|_{1}^{2}+\left\|d_{t} \xi^{n}\right\|^{2}\right) \triangle t \leq M\left(\triangle t^{2}+h_{p}^{2 k}+h_{c}^{2 l}\right) \tag{3.7}
\end{align*}
$$

Let the parameters satisfy that

$$
\begin{equation*}
\Delta t=o\left(h_{p}\right), \Delta t=o\left(h_{c}\right), k \geq 2, l \geq 2, h_{c}^{l}=o\left(h_{p}\right), h_{p}^{k}=o\left(h_{c}\right) \tag{3.8}
\end{equation*}
$$

and let $\Delta t$ and $h$ be small enough that

$$
M h_{p}^{-1}\left(\Delta t+h_{p}^{k}+h_{c}^{l}\right) \leq 1, \quad M h_{c}^{-1}\left(\triangle t+h_{p}^{k}+h_{c}^{l}\right) \leq 1
$$

Now, we demonstrate the induction hypotheses (3.5) is true for $r=m$. By (3.7), (3.8), and inverse properties, we find that

$$
\begin{aligned}
& \left\|d_{t} \pi^{m}\right\|_{L^{\infty}(\Omega)} \leq M h_{p}^{-1}\left\|d_{t} \pi^{m}\right\| \leq M h_{p}^{-1}\left(\Delta t+h_{p}^{k}+h_{c}^{l}\right) \leq 1, \\
& \left\|\nabla \pi^{m}\right\|_{L^{\infty}(\Omega)} \leq M h_{p}^{-1}\left\|\nabla \pi^{m}\right\| \leq M h_{p}^{-1}\left(\triangle t+h_{p}^{k}+h_{c}^{l}\right) \leq 1, \\
& \left\|\xi^{m}\right\|_{W_{\infty}^{1}(\Omega)} \leq h_{c}^{-1}\left\|\xi^{m}\right\|_{1} \leq M h_{c}^{-1}\left(\triangle t+h_{p}^{k}+h_{c}^{l}\right) \leq 1,
\end{aligned}
$$

so (3.5) is true for $r=m$.
Theorem 3.1 Suppose that the assumptions given in §1 hold and the space and time discretizations satisfy (3.8). Then there exists a constant $M$ such that, for $\left(h_{c}, h_{p}\right)$ sufficiently small,

$$
\begin{aligned}
& \max _{\substack{0 \leq n \leq T / \Delta t \\
T / \Delta t}}\left\|c^{n}-C_{h}^{n}\right\|_{1}^{2}+\max _{0 \leq n \leq T / \Delta t}^{T / \Delta t} \\
& \left.+\sum_{n=1}\left\|p_{t}^{n}-P_{h}^{n}\right\|_{1}^{2}+p_{1 \leq n \leq T / \Delta t}^{n}-P_{h}^{n}\right)\left\|_{1}^{2} \Delta t+\sum_{n=1}\right\| d_{t}\left(c^{n}-C_{h}^{n}\right)\left\|^{2} \Delta t \leq M\left(p^{n}-P_{h}^{n}\right)\right\|^{2} \\
& \left.t^{2}+h_{c}^{2 l}+h_{p}^{2 k}\right),
\end{aligned}
$$

where $M$ is independent of $\triangle t, h_{c}$, and $h_{p}$.
Remark. In addition to the optimal estimates in the $L^{\infty}\left(J ; H^{1}(\Omega)\right)$ norm, we also obtain an estimate of $d_{t}\left(p^{n}-P_{h}^{n}\right)$ in the $L^{\infty}\left(J ; L^{2}(\Omega)\right)$ norm and in the $L^{2}\left(J ; H^{1}(\Omega)\right)$ norm, which cannot be found previously. This should attribute to the special technique for establishing error equation (3.4).
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# A Numerical Algorithm for Single Phase Fluid Flow in Elastic Porous Media 
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#### Abstract

In this paper we consider an integrated model for single-phase fluid flow in elastic porous media. The model and mathematical formulation consist of mass and momentum balance equations for both fluid and porous media. We propose a mixed finite element scheme to solve simultaneously for the porous media displacement, fluid mass flux, and pore pressure. A prototype simulator for solving the integrated problem has been built based on a finite element object library that we have developed. We will present numerical and sensitivity results for the solution algorithm.
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## 1 Introduction

Mechanical processes in porous media involve two basic elements: fluid flow and rock deformation. It is important to address the coupling of fluid flow and rock deformation for stress-sensitive reservoirs in reservoir simulation. In stress-sensitive reservoirs, the change in fluid pressure, which is caused by fluid injection or production, perturbs the stress state of the rock. The change in stress state triggers the rock deformation which, in turn, affects the fluid flow processes by changing the volumetric behavior of the reservoir fluid and rock properties. In most conventional reservoir simulations, one only considers the impact of rock deformation on fluid flow through the pore compressibility which is expressed as a function of the fluid pressure. This simplistic approach is not adequate for simulating the coupling effects in stress-sensitive reservoirs. Moreover, reservoir simulations which are based on this simplified model can lead to wrong predictions for reservoir performance. Consequently, it is necessary to develop a coupled model where the
dependence of flow and deformation on each other can be modeled simultaneously.

The key issue in a coupled model is how to describe the interaction between the flow and deformation. The concept of "effective stress", which is defined as the total stress of rock minus the fluid pressure, was first proposed by Terzaghi to take into account the effect of fluid pressure on the rock deformation [18]. Then this concept was generalized for the coupled model of fluid flow and rock deformation by Biot in a number of papers [1, 2, 3, 4, into what is called "poro-elasticity theory". The poro-elasticity theory has been widely used in civil, mining, petroleum, and environmental engineering for several decades. While considering the impact of the rock deformation on the processes of fluid flow, the rock properties, such as porosity and permeability, may change significantly with the variation of both fluid pressure and the stress state [7]. The constitutive relations which describe the dependency of the rock properties on the deformation are derived based on various experimental observations and physical assumptions [5, 7, 8, 5, 13, 16]. Primarily, the effect on the volumetric behavior of fluid flow is widely used in developing coupled models, in which the pore compressibility depends on not only fluid pressure but also the mean stress of the rock [5, 20].

Generally, the mathematical models for solving the coupled problems are derived from physical principles based on certain physical assumptions [4] 5, 10, 11, 12, 19]. The mathematical formulations are composed of a system of mixed-type nonlinear partial differential equations because of the coupling terms in the equations which govern flow and deformation. Numerical solution algorithms for solving such a system are difficult because the algorithms need to address the mathematical characteristics of both flow and deformation problems and, at the same time, to handle the coupling terms properly. Standard finite element methods have been used to solve the coupled system [10, 11, 12] 19]. However, the application of standard Galerkin methods in solving fluid flow problems raises concerns because of the loss of local mass conservation which is an important issue in reservoir simulation. Osorio used a finite difference method to solve the same problem in a sequential fashion, which preserved local mass conservation [14. However, the simultaneous solution procedure is more favorable compared with the sequential solution procedure due to computational efficiency.

In this paper we employ the mixed finite element method to discretize the governing equations in which the Galerkin method is used for the defor-
mation equation and the lowest order Raviart-Thomas element is used for the fluid flow equations to conserve mass locally [6]. The numerical problems are solved in a fully coupled and fully implicit fashion, which requires an efficient iterative solver. The research simulator has been built up based on the finite element objects which have been developed in an object-oriented fashion [17. The simulator has solved several test problems and field-scale simulation is ongoing. The primary numerical results show the strength of the solution procedure. The rest of the paper is organized as follows: In $\S 2$, we derive a mathematical formulation for fluid flow in elastic porous media from basic physical principles. In $\S 3$, we propose numerical schemes to solve mathematical problem. In $\S 4$, we briefly discuss our simulator development strategy. In $\S 5$, we show numerical results for solving an axis-symmetric problem by using the simulator. In $\S 6$, we draw some conclusions and identify the directions for future work.

## 2 Mathematical Model

In this paper, we make the following basic assumptions: (1) temperature of the reservoir is constant, (2) there is no mass exchange between the rock phase and fluid phase, and (3) the rock is elastic material. The governing equations of coupled rock deformation and fluid flow are derived from the following physical principles: mass conservation and momentum balance for both fluid and rock phases. Since there is no mass exchange between the rock and fluid, the mass is conserved in terms of phases:

$$
\begin{equation*}
\frac{\partial\left(\phi \rho_{f}\right)}{\partial t}+\nabla \cdot\left(\rho_{f} \phi \underline{v}_{f}\right)=q_{f}, \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial\left((1-\phi) \rho_{r}\right)}{\partial t}+\nabla \cdot\left(\rho_{r}(1-\phi) \underline{v}_{r}\right)=0 \tag{2.2}
\end{equation*}
$$

Equations (2.1) and (2.2) are the mass conservation for fluid and solid phase, respectively. The subscripts $f$ stands for fluid phase and $r$ for rock phase. In equations (2.1) and (2.2), $\phi$ stands for the porosity, $\rho$ stands for the mass density and $q_{f}$ stands for the flow rate of a source/sink term. The momentum balance for fluid is interpreted as Darcy's law in terms of fluid velocity relative to the rock velocity:

$$
\begin{equation*}
\underline{v}=\phi\left(\underline{v}_{f}-\underline{v}_{r}\right)=-\frac{\underline{\underline{k}}}{\mu_{f}}\left(\nabla p+\rho_{f} g \nabla D\right) \tag{2.3}
\end{equation*}
$$

where $\mu$ stands for fluid viscosity, $\underline{\underline{k}}$ for the rock permeability which is a tensor and $g$ denotes the gravitational acceleration. The momentum balance for the solid phase is expressed by the steady state force balance:

$$
\begin{equation*}
\nabla \cdot \underline{\underline{\sigma}}=\underline{q}_{u} \tag{2.4}
\end{equation*}
$$

where $\underline{\underline{\sigma}}$ stands for the stress state of the solid phase and $\underline{q}_{u}$ is a body force.
According to the poroelastic theory [4] 5], the effective stress is used in describing the stress-strain relationship:

$$
\begin{equation*}
\underline{\underline{\sigma}}^{\prime}=2 G \underline{\underline{\epsilon}}+\lambda \nabla \cdot \underline{u} \tag{2.5}
\end{equation*}
$$

where $\underline{\underline{\sigma^{\prime}}}$ stands for the effective stress, $\underline{u}$ for the displacement, $\underline{\underline{\epsilon}}$ for the strain, $G$ for shear moduli and $\lambda$ for the Lamé constant. The elastic straindisplacement relationship is defined as

$$
\begin{equation*}
\underline{\underline{\epsilon}}=\left(\nabla \underline{u}+\nabla \underline{u}^{T}\right) / 2 . \tag{2.6}
\end{equation*}
$$

The effective stress $\underline{\underline{\sigma}}^{\prime}$, is defined as follows according to [3, 5]:

$$
\begin{equation*}
\underline{\underline{\sigma}}^{\prime}=\underline{\underline{\sigma}}-\alpha p \underline{\underline{\delta}} \tag{2.7}
\end{equation*}
$$

where $p$ is fluid pressure, $\alpha$ is a coefficient which is positive but less than 1 and $\underline{\underline{\delta}}$ is Kronecker $\delta$. Generally, $\alpha$ could be a function of the fluid pressure and rock deformation. However, it is reasonable to assume that $\alpha$ is a constant for single phase fluid flow in elastic porous media. Combining equations (2.4)(2.7), we obtain the governing equation for the rock deformation in terms of rock displacement $\underline{u}$ and fluid pressure $p$ :

$$
\begin{equation*}
\nabla \cdot\left[G\left(\nabla \underline{u}+\nabla \underline{u}^{T}\right)\right]+\nabla(\lambda \nabla \cdot \underline{u})+\nabla(\alpha p)=\underline{q}_{u} . \tag{2.8}
\end{equation*}
$$

In this paper, the effect of the rock deformation on the flow processes are treated through: the dependency of the porosity on both fluid pressure and mean stress, and Darcy's law is valid for the fluid velocity relative to the solid velocity. Substituting equation (2.3) into (2.1), we obtain the following form for the fluid mass balance equation:

$$
\begin{equation*}
\frac{d\left(\rho_{f} \phi\right)}{d t}+\rho_{f} \phi \nabla \cdot \underline{v}_{r}+\nabla \cdot\left(\rho_{f} \underline{v}\right)=q_{f} \tag{2.9}
\end{equation*}
$$

where the total derivative is defined as $d / d t=\partial \partial t+\underline{v}_{r} \cdot \nabla$. From equation (2.2), we obtain the following relationship:

$$
\begin{equation*}
\nabla \cdot \underline{v}_{r}=\frac{1}{V_{b}} \frac{d V_{b}}{d t} \tag{2.10}
\end{equation*}
$$

where $V_{b}$ stands for the bulk volume of the rock phase. Since the porosity is defined as the ratio of pore volume $V_{p}$ to the bulk volume $V_{b}$, we obtain the following relationship:

$$
\begin{equation*}
\frac{d \phi}{d t}=\frac{d}{d t}\left(\frac{V_{p}}{V_{b}}\right)=\phi\left(\frac{1}{V_{p}} \frac{d V_{p}}{d t}-\frac{1}{V_{b}} \frac{d V_{b}}{d t}\right) . \tag{2.11}
\end{equation*}
$$

By substituting equations (2.10) and (2.11) into equation (2.9), we obtain

$$
\begin{equation*}
\rho_{f} \phi\left(\frac{1}{\rho_{f}} \frac{d \rho_{f}}{d t}+\frac{1}{V_{p}} \frac{d V_{p}}{d t}\right)+\nabla \cdot\left(\rho_{f} \underline{v}\right)=q_{f} . \tag{2.12}
\end{equation*}
$$

Generally the fluid density is a function of fluid pressure and the compressibility of the fluid is defined as $c_{f}=\frac{1}{\rho_{f}} \frac{d \rho_{f}}{d p}$. The change of the pore volume $V_{p}$ is caused by both fluid pressure and mean stress of the rock phase when considering the coupling effects. Therefore, we obtain the following relationship:

$$
\begin{equation*}
\frac{1}{V_{p}} \frac{d V_{p}}{d t}=\frac{1}{V_{p}}\left(\frac{\partial V_{p}}{\partial \sigma}\right)_{p} \frac{d \sigma}{d t}+\frac{1}{V_{p}}\left(\frac{\partial V_{p}}{\partial p}\right)_{\sigma} \frac{d p}{d t} \tag{2.13}
\end{equation*}
$$

where the mean stress $\sigma$ is defined as

$$
\begin{equation*}
\sigma=\operatorname{tr}(\underline{\underline{\sigma}}) / 3 \tag{2.14}
\end{equation*}
$$

Then we define the compressibilities as follows:

$$
\begin{equation*}
c_{p \sigma}=-\frac{1}{V_{p}}\left(\frac{\partial V_{p}}{\partial \sigma}\right)_{p} \quad \text { and } \quad c_{p p}=\frac{1}{V_{p}}\left(\frac{\partial V_{p}}{\partial p}\right)_{\sigma} . \tag{2.15}
\end{equation*}
$$

In equation (2.15), $c_{p \sigma}$ and $c_{p p}$ are compressibilities of the pore volume. The first letter in subscripts denotes the type of volume (e.g. " $p$ " for pore volume or " $b$ " for bulk volume) and the second letter refers to the independent variable (e.g. " $p$ " for fluid pressure and " $\sigma$ " for the mean stress of the rock phase). We can relate these compressibilities to the experimentally measurable compressibilities: the compressibility of the solid grains $c_{r}$ and the compressibility of the bulk volume with respect to mean stress $c_{b \sigma}$ [20]:

$$
\begin{equation*}
c_{p \sigma}=\frac{c_{b \sigma}-c_{r}}{\phi} \quad \text { and } \quad c_{p p}=\frac{c_{b \sigma}-(1+\phi) c_{r}}{\phi} . \tag{2.16}
\end{equation*}
$$

Combining equations (2.13) and (2.16) with equation (2.12), we obtain

$$
\begin{equation*}
c_{t} \frac{\partial p}{\partial t}-c_{1} \frac{\partial \sigma}{\partial t}+\nabla \cdot\left(\rho_{f} \underline{v}\right)=q_{f} \tag{2.17}
\end{equation*}
$$

where $c_{t}$ and $c_{1}$ are given as follows:

$$
\begin{equation*}
c_{t}=\rho_{f}\left(c_{b \sigma}-(1+\phi) c_{r}+\phi c_{f}\right) \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{1}=\rho_{f}\left(c_{b \sigma}-c_{r}\right) \tag{2.19}
\end{equation*}
$$

We can obtain a relationship between volumetric strain and mean stress from equations (2.7) and (2.5):

$$
\begin{equation*}
\sigma=\frac{\nabla \cdot \underline{u}}{c_{b \sigma}}+\alpha p \tag{2.20}
\end{equation*}
$$

Because we are only considering elastic (small) deformation, it is reasonable to neglect the higher order term in the total derivative $\frac{d}{d t}$, then $\frac{d}{d t}=\frac{\partial}{\partial t}$. Combining equations (2.9), (2.18), (2.19), and (2.20), we obtain the governing equation for fluid flow as follows:

$$
\begin{align*}
& \underline{f}+\underline{K}\left(\nabla p+\rho_{f} g \nabla D\right)=0 \\
& c_{1} \frac{\partial}{\partial t}\left(\frac{\nabla \cdot \underline{u}}{c_{b c}}\right)+c_{1} \frac{\partial(\alpha p)}{\partial t}-\nabla \cdot \underline{f}-c_{t} \frac{\partial p}{\partial t}=-q_{f} \tag{2.21}
\end{align*}
$$

where $\underline{\underline{K}}=\rho_{f} \underline{\underline{k}} / \mu_{f}$.
Equations (2.8) and (2.21) form the system of governing equations for single phase fluid flow through elastic rock. The primary variables are the displacement $\underline{u}$, mass flux of the fluid $\underline{f}$ and fluid pressure $p$.

To determine the solution of equations (2.8) and (2.21), we define the following boundary and initial conditions:

$$
\begin{array}{ll}
\underline{u}=\underline{u}_{d} & \text { on } \Gamma_{r d}, \\
G\left(\nabla \underline{u}^{\prime}+\nabla \underline{u}^{T}\right) \underline{n}+\lambda \nabla \cdot \underline{u n}=\underline{u}_{n} & \text { on } \Gamma_{r n}, \\
p=p_{d} & \text { on } \Gamma_{f d}, \\
\underline{\underline{K}}\left(\nabla p+\rho_{f} g \nabla D\right) \underline{n}=\underline{f}_{n} & \text { on } \Gamma_{f n}, \\
p=p_{0} & \text { in } \Omega_{0} \text { at } t=0, \\
\underline{u}=\underline{u}_{0} & \text { in } \Omega_{0} \text { at } t=0,
\end{array}
$$

where $\Omega$ stands for the solution domain, $\partial \Omega$ stands for the boundary of the solution domain. $\Gamma_{1 d} \cup \Gamma_{1 n}=\Gamma_{2 d} \cup \Gamma_{2 n}=\partial \Omega$. The subscripts $r$ and $f$ stand for the boundary condition in terms of the rock deformation and fluid flow, respectively. The subscripts $d$ and $n$ denote the Dirichlet and Neumann boundary conditions, respectively.

## 3 Numerical Solution Algorithm

To solve the system (2.8) and (2.21) numerically by using the mixed finite element method, we need to write the system in a weak formulation. To this end, we shall use the following standard notation for Sobolev spaces and their norms:

$$
\begin{aligned}
& \tilde{\mathcal{U}}=\left\{\underline{u} \in H^{1}(\Omega)^{3} \mid \underline{u}=\underline{u}_{d} \text { on } \Gamma_{1 d}\right\}, \quad \mathcal{U}=\left\{\underline{u} \in H^{1}(\Omega)^{3} \mid \underline{u}=0 \text { on } \Gamma_{1 d}\right\}, \\
& \tilde{\mathcal{V}}=\left\{\underline{f} \in L^{2}(\Omega)^{3} \mid \nabla \cdot \underline{f} \in L^{2}(\Omega), \underline{f} \cdot \underline{n}=\underline{f}_{n} \text { on } \Gamma_{2 n}\right\}, \\
& \mathcal{V}=\left\{\underline{f} \in L^{2}(\Omega)^{3} \mid \nabla \cdot \underline{f} \in L^{2}(\Omega), \underline{f} \cdot \underline{n}=0 \text { on } \Gamma_{2 n}\right\} \\
& \mathcal{W}=L^{2}(\Omega)
\end{aligned}
$$

Now, the weak formulation for the coupled system (2.8) and (2.21) seeks $(\underline{u}, \underline{f}, p) \in \mathcal{U} \times \mathcal{V} \times \mathcal{W}$ satisfying

$$
\begin{align*}
& a(\underline{u}, \underline{v})+(\alpha p, \nabla \cdot \underline{v})-\langle\alpha p, \underline{v} \cdot \underline{n}\rangle_{\Gamma_{1 n} \cap \Gamma_{2 n}}=\left(\underline{q}_{u}, \underline{v}\right)+\left\langle\underline{u}_{n}, \underline{v}\right\rangle_{\Gamma_{1 n}} \\
& \left(\underline{\underline{K}}^{-1} \underline{f}, \underline{\psi}\right)-(p, \nabla \cdot \underline{\psi})=-\left(\rho_{f} g \nabla D, \underline{\psi}\right)-\left\langle p_{d}, \underline{\psi} \cdot \underline{n}\right\rangle_{\Gamma_{1 d}} \\
& \left(c_{1} \frac{\partial}{\partial t}\left(\frac{\nabla \cdot \underline{u}}{c_{b c}}\right), \kappa\right)+\left(c_{1} \frac{\partial(\alpha p)}{\partial t}, \kappa\right)-(\nabla \cdot \underline{f}, \kappa)-\left(c_{2} \frac{\partial p}{\partial t}, \kappa\right)=-\left(q_{f}, \kappa\right), \tag{3.1}
\end{align*}
$$

for all $(\underline{v}, \underline{\psi}, \kappa) \in \mathcal{U} \times \mathcal{V} \times \mathcal{W}$.
Let $h \in(0,1)$ and $\mathcal{T}_{h}$ be a family of regular triangulations of $\Omega$. Let $\mathcal{U}_{h} \in$ $\mathcal{U}$ be the piecewise continuous linear finite element spaces and $\left(\mathcal{V}_{h}, \mathcal{W}_{h}\right) \in$ $(\mathcal{V}, \mathcal{W})$ the lowest order Raviart-Thomas mixed finite element spaces [15]. The finite element approximation $\left(\underline{u}_{h}, \underline{f}_{h}, p_{h}\right) \in \mathcal{U}_{h} \times \mathcal{V}_{h} \times \mathcal{W}_{h}$ is the solution of the discretized version of (3.1): Find $\left(\underline{u}_{h}, \underline{f}_{h}, p_{h}\right) \in \mathcal{U}_{h} \times \mathcal{V}_{h} \times \mathcal{W}_{h}$ such that for all $\left(\underline{v}_{h}, \underline{\psi}_{h}, \kappa_{h}\right) \in \mathcal{U}_{h} \times \mathcal{V}_{h} \times \mathcal{W}_{h}$

$$
\begin{align*}
& a\left(\underline{u}_{h}, \underline{v}_{h}\right)+\left(\alpha p_{h}, \nabla \cdot \underline{v}_{h}\right)-\left\langle\alpha p_{h}, \underline{v}_{h} \cdot \underline{n}\right\rangle_{\Gamma_{1 n} \cap \Gamma_{2 n}}=\left(\underline{q}_{u}, \underline{v}_{h}\right)+\left\langle\underline{u}_{n}, \underline{v}_{h}\right\rangle_{\Gamma_{1 n}}, \\
& \left(\underline{\underline{K}}^{-1} \underline{f}_{h}, \underline{\psi}_{h}\right)-\left(p_{h}, \nabla \cdot \underline{\psi}_{h}\right)=-\left(\rho_{f} g \nabla D, \underline{\psi}_{h}\right)-\left\langle p_{d}, \underline{\psi}_{h} \cdot \underline{n}\right\rangle_{\Gamma_{1 d}} \\
& \left(c_{1} \frac{\partial}{\partial t}\left(\frac{\nabla \cdot \underline{u}_{h}}{c_{b c}}\right), \kappa_{h}\right)+\left(c_{1} \frac{\partial\left(\alpha p_{h}\right)}{\partial t}, \kappa_{h}\right)-\left(\nabla \cdot \underline{f}_{h}, \kappa_{h}\right)-\left(c_{2} \frac{\partial p_{h}}{\partial t}, \kappa_{h}\right) \\
& \quad=-\left(q_{f}, \kappa_{h}\right) . \tag{3.2}
\end{align*}
$$

A backward Euler scheme is employed for the time derivatives in (3.2) and a Newton iteration is used at each time step due to the nonlinearities in the governing equations. Here we present the simultaneous solution algorithm for solving the system as follows:

1. At time $t=0$, the increment in displacement $\Delta \underline{u}$ is given as 0 and the
fluid pressure is known from the initial conditions for the model. The compressibilities are given as constants in this paper.
2. Update time to $t=t+\Delta t$.
3. Compute the porosity, fluid density and viscosity based on pressure and temperature.
4. Apply Newton's method for system (3.2) to generate Jacobian matrix.
5. Solve the linear system iteratively and then update the primary variables.
6. Repeat steps 3-5 until solution converges.
7. Go back to step 2 to update the porosity and the fluid properties and repeat the above process until time $t=T$.

## 4 Simulator Development

In the development of numerical simulation technologies, a flexible numerical tool is necessary to quickly test proposed numerical methods and algorithms for solving mathematical problems describing different physical problems. Therefore, the tool should be flexible in the choice of problems and finite element methods and its software components should be reusable. Moreover, the tool should also be simple to interface with other software packages. Based on the above considerations, we divided the simulator development into two steps: (1) develop object-oriented finite element objects (FEO) which can be utilized to solve various model problems by using different finite element schemes, and (2) build a simulator for solving specific physical problem, such as the coupled problem, by using these finite element objects.

In developing FEO, we focused on the implementation of the finite element formulation and interfaces to the mesh generator and linear solver, in addition to the geometry and partial differential equations [17]. There are two basic components in implementing the finite element method: (1) variational formulations which consist of a set of linear and bilinear forms; and (2) shape functions which generate the approximate solution. Consequently, we identified the objects as the bilinear forms, linear forms, piecewise polynomial spaces, boundary integral forms and essential boundary conditions. Object-oriented programming techniques, especially polymorphism, are used
to uniformly process these different objects. A user interface specifies these objects and combines them to form a finite element problem.

Based on FEO, we need three steps to construct the simulator for solving the coupled problem. First, we need to develop a class which implements the constitutive relationships for updating the fluid and rock properties. Then we form a finite element problem for the coupled problem by using FEO. Finally, we need to develop a driver which implements the Newton iteration.

## 5 Computational Examples

A simulator for solving the coupled fluid flow and rock deformation problems has been developed. The simulator has been tested with various problems in order to debug and to improve the overall efficiency. In this paper, we show the numerical results for solving an axis-symmetric problem with known analytical solution. It is of practical importance to solve the axis-symmetric problem because the axis-symmetric problem is of great interest to study the single well injection or production case where the coupling effect can have a large impact on reservoir performance. Moreover, it is numerically efficient to use a 2-dimensional simulator to simulate 3-dimensional reservoir behavior. In the following test problem, we check the transformation which transforms the 3 -dimensional problem into an axis-symmetric problem and to check the convergence rate of the proposed numerical algorithm.

By assuming that all coefficients and the solution are axis-symmetric, i.e., $\frac{\partial}{\partial \theta}=0$ and $u_{\theta}=0$, we can reformulate the system (2.8) and (2.21) in cylindrical coordinates. First, we have the following transformation formulas:

$$
\begin{array}{ll}
\nabla \cdot \underline{u}=\frac{1}{r}\left(\frac{\partial\left(r u_{r}\right)}{\partial r}+\frac{\partial\left(r u_{z}\right)}{\partial z}\right)=\frac{1}{r} \nabla_{r z} \cdot(r \underline{u}) & \text { if } u_{\theta}=0 \\
\nabla \psi=\frac{\partial \psi}{\partial r} \underline{e}_{r}+\frac{\partial \psi}{\partial z} \underline{e}_{z}=\nabla_{r z} \psi & \text { if } \frac{\partial \psi}{\partial \theta}=0
\end{array}
$$

where $\underline{e}_{r}=(\cos \theta, \sin \theta, 0), \underline{e}_{z}=(0,0,1)$. Thus we obtain

$$
\begin{aligned}
& \nabla \cdot\left[G\left(\nabla \underline{u}+\nabla \underline{u}^{T}\right)\right]=\frac{1}{r}\left[\frac{\partial}{\partial r}\left(2 r G \frac{\partial u_{r}}{\partial r}\right)+\frac{\partial}{\partial z}\left(r G \frac{\partial u_{r}}{\partial z}+r G \frac{\partial u_{z}}{\partial r}\right)-\frac{2}{r} G u_{r}\right] \underline{e}_{r} \\
& \quad+\frac{1}{r}\left[\frac{\partial}{\partial r}\left(r G \frac{\partial u_{r}}{\partial z}+r G \frac{\partial u_{z}}{\partial r}\right)+\frac{\partial}{\partial z}\left(2 r G \frac{\partial u_{z}}{\partial z}\right)\right] \underline{e}_{z} \\
& =\frac{1}{r} \nabla_{r z} \cdot\left(r G\left(\nabla_{r z} \underline{u}+\nabla_{r z} \underline{u}^{T}\right)\right)-\frac{2}{r^{2}} G u_{r} \underline{e}_{r}, \\
& \nabla(\lambda \nabla \cdot \underline{u})=\frac{\partial}{\partial r}\left[\frac{\lambda}{r}\left(\frac{\partial\left(r u_{r}\right)}{\partial r}+\frac{\partial\left(r u_{z}\right)}{\partial z}\right)\right] \underline{e}_{r} \\
& \quad+\frac{\partial}{\partial z}\left[\frac{\lambda}{r}\left(\frac{\partial\left(r u_{r}\right)}{\partial r}+\frac{\partial\left(r u_{z}\right)}{\partial z}\right)\right] \underline{e}_{z}=\nabla_{r z}\left(\frac{\lambda}{r} \nabla_{r z} \cdot(r u)\right) .
\end{aligned}
$$

Multiplying system (2.8) and (2.21) by $r$, we have

$$
\begin{align*}
& -\nabla_{r z} \cdot\left(r G\left(\nabla_{r z} \underline{u}+\nabla_{r z} \underline{u}^{T}\right)\right)+\frac{2}{r} G \underline{e}_{1} \underline{u}, \\
& \quad-r \nabla_{r z}\left(\frac{\lambda}{r} \nabla_{r z} \cdot(r \underline{u})\right)-r \nabla_{r z}(\alpha p)=r \underline{q}_{u}, \\
& r \underline{f}+r  \tag{5.1}\\
& r \underline{\underline{K}}\left(\nabla_{r z} p+\rho_{f} g \nabla_{r z} D\right)=0, \\
& c_{1} r \frac{\partial}{\partial t}\left(\frac{\nabla_{r z} \cdot(r \underline{u})}{c_{b c}}\right)+c_{1} r \frac{\partial(\alpha p)}{\partial t}-\nabla_{r z} \cdot(r \underline{f})-c_{2} r \frac{\partial p}{\partial t}=-r q_{f} .
\end{align*}
$$

Since the axis-symmetric problem defined in 2-dimensional $r z$ coordinates is the transformation of the 3-dimensional problem in $x y z$ Cartesian coordinates, there is no boundary conditions specified on $r=0$.

We specify the solutions for $\underline{u}, \underline{f}$, and $p$ as follows:

$$
\begin{align*}
& \underline{u}=t e^{-t}\left(x\left(x^{2}+y^{2}\right) e^{z}, y\left(x^{2}+y^{2}\right) e^{z},\left(x^{2}+y^{2}\right)^{2} z^{2}\right)^{T} \\
& p=\left(x^{2}+y^{2}\right)^{2} e^{z} \sin t  \tag{5.2}\\
& \underline{f}=-\left(4 x\left(x^{2}+y^{2}\right), 4 y\left(x^{2}+y^{2}\right),\left(x^{2}+y^{2}\right)^{2}\right)^{T} e^{z} \sin t
\end{align*}
$$

Assuming all coefficients of system (2.8) and (2.21) are constants, ( $\underline{u}, \underline{f}, p$ ) is the solution of the system with the following right-hand sides:

$$
\begin{aligned}
\underline{q}_{u}= & -G\left(\begin{array}{c}
16 x e^{z}+x\left(x^{2}+y^{2}\right)\left(e^{z}+8 z\right) \\
16 y e^{z}+y\left(x^{2}+y^{2}\right)\left(e^{z}+8 z\right) \\
4\left(x^{2}+y^{2}\right) e^{z}+16\left(x^{2}+y^{2}\right) z^{2}+4\left(x^{2}+y^{2}\right)^{2}
\end{array}\right) t e^{-t} \\
& -\lambda\left(\begin{array}{c}
4 x e^{z}+8 x\left(x^{2}+y^{2}\right) z \\
8 y e^{z}+8 y\left(x^{2}+y^{2}\right) z \\
4\left(x^{2}+y^{2}\right) e^{z}+2\left(x^{2}+y^{2}\right)^{2}
\end{array}\right) t e^{-t}-\alpha\left(\begin{array}{c}
4 x\left(x^{2}+y^{2}\right) \\
4 y\left(x^{2}+y^{2}\right) \\
\left(x^{2}+y^{2}\right)^{2}
\end{array}\right) e^{z} \sin t \\
-q_{f}= & \frac{c_{1}}{c_{b c}}\left[4\left(x^{2}+y^{2}\right) e^{z}+2\left(x^{2}+y^{2}\right)^{2} z\right](1-t) e^{-t} \\
& +\left(c_{1} \alpha-c_{2}\right)\left(x^{2}+y^{2}\right)^{2} e^{z} \cos t+\left[16+\left(x^{2}+y^{2}\right)\right]\left(x^{2}+y^{2}\right) e^{z} \sin t
\end{aligned}
$$

The initial conditions for this analytical solution are:

$$
\underline{u}_{0}=0 \quad \text { and } \quad p_{0}=0 .
$$

The analytical solution (5.2) is transformed to the axis-symmetric case:

$$
\begin{equation*}
\underline{u}=\binom{u_{r}}{u_{z}}=\binom{r^{3} e^{z} t e^{-t}}{r^{4} z^{2} t e^{t}} \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
p=r^{4} e^{z} \sin t \quad \text { and } \quad \underline{f}=\binom{f_{r}}{f_{z}}=\binom{-4 r^{3} e^{z} \sin t}{-r^{4} e^{z} \sin t} . \tag{5.4}
\end{equation*}
$$

Substituting (5.3) and (5.4) into (5.1), we obtain the following right-hand sides $\underline{q}_{u}$ and $q_{f}$ :

$$
\begin{aligned}
\underline{q}_{u}= & -G\binom{16 r e^{z}+r^{3}\left(e^{z}+8 z\right)}{4 r^{2} e^{z}+16 r^{2} z^{2}+4 r^{4}} t e^{-t} \\
& -\lambda\binom{8 r e^{z}+8 r^{3} z}{4 r^{2} e^{z}+2 r^{4}} t e^{t}-\alpha\binom{4 r^{3}}{r^{4}} e^{z} \sin t, \\
-q_{f}= & \frac{c_{1}}{c_{b c}}\left[4 r^{2} e^{z}+2 r^{4} z\right](1-t) e^{-t}+\left(c_{1} \alpha-c_{2}\right) r^{4} e^{z} \cos t \\
& +\left[16+r^{2}\right] r^{2} e^{z} \sin t .
\end{aligned}
$$

The resulting stress boundary condition is of Neumann type:

$$
\begin{aligned}
& {\left[r G\left(\nabla_{r z} \underline{u}+\nabla_{r z} \underline{u}^{T}\right)+\lambda \nabla_{r z} \cdot(r \underline{u})\right] \cdot \underline{n}=} \\
& \quad G t e^{-t}\left(\begin{array}{cc}
6 r^{3} e^{z} & r^{4} e^{z}+4 r^{4} z^{2} \\
r^{4} e^{z}+4 r^{4} z^{2} & 4 r^{5} z
\end{array}\right) \cdot \underline{n}+\lambda\left(4 r^{3} e^{z}+2 r^{5} z\right) t e^{-t} \underline{n} .
\end{aligned}
$$

We have solved problem (5.1) by using the simultaneous solution algorithm with both triangular and quadrilateral elements. The $L_{2}$ average truncation error is calculated with respect to the analytical solution (5.3) and (5.4). We carried out four runs by refining the mesh size by a factor of 2 and refining the time step size by a factor of 4 . Table 1 lists the $L_{2}$ average truncation errors for each primary variable in four runs using quadrilateral elements. It is clear that the proposed numerical algorithm is 2 nd-order accurate.

## 6 Summary and Future Work

A mixed finite element method has been employed to solve single phase fluid flow through elastic porous media. A simultaneous solution algorithm has been implemented using FEO to solve this coupled problem in a fully coupled and fully implicit fashion. The simulator has been tested with various test problems and the numerical results presented in this paper show the overall numerical accuracy by the proposed algorithm is second order. The iterative solution procedure which can handle the resulting linear system from the coupled problem needs to be further studied and developed in order to carry out field-scale reservoir simulations.

|  | $u_{r}$ | $u_{z}$ | $p$ | $\underline{f} \cdot \underline{n}$ |
| :--- | :---: | :---: | :---: | :---: |
| $2 \times 2$ | 0.098 | 0.155 | 2.556 | 0.218 |
| $4 \times 4$ | 0.023 | 0.036 | 0.667 | 0.059 |
| $16 \times 16$ | 0.005 | 0.008 | 0.126 | 0.015 |
| $32 \times 32$ | 0.001 | 0.002 | 0.038 | 0.004 |

Table 1. Average truncation error.
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# On the Discretization of Interface Problems with Perfect and Imperfect Contact 
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#### Abstract

A second-order difference scheme for a first-order elliptic system with discontinuous coefficients is derived and studied. This approximation can be viewed as an improvement of the well-known scheme with harmonic averaging of the coefficients for a second order elliptic equation, which is first-order accurate for the gradient of the solution. The numerical experiments confirm the second order convergence for the scaled gradient, and demonstrate the advantages of the new discretization, compared with the older ones.
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## 1 Introduction

The single-phase fluid flow in a fully-saturated inhomogeneous porous media that occupies a bounded domain $\Omega \subset R^{n}, n=1,2,3$ is often modeled by first-order system

$$
\begin{equation*}
\nabla \cdot \mathbf{u}=f(x), \quad \mathbf{u}=-K \nabla p \text { for } x \in \Omega \tag{1.1}
\end{equation*}
$$

subject to various boundary conditions. Here $\mathbf{u}$ is the Darcy velocity, $p$ is the pressure, and $K(x)$ is the permeability tensor. The first equation is the continuity equation, while the second one expresses the relation between the pressure gradient and the velocity by the linear Darcy law. We assume that $K(x)$ is a diagonal matrix with positive elements which may have jump discontinuities across given surfaces $\Gamma$ called interfaces. In this paper we consider two types of conditions on the interface $\Gamma$ : (a) a perfect contact:

$$
\begin{equation*}
[p]=0, \quad[\mathbf{u} \cdot \mathbf{n}]=0 \quad \text { for } \quad \xi \in \Gamma \tag{1.2}
\end{equation*}
$$

and (b) imperfect contact:

$$
\begin{equation*}
(\mathbf{u} \cdot \mathbf{n})_{+}=(\mathbf{u} \cdot \mathbf{n})_{-}=\alpha_{\xi}\left(p_{+}-p_{-}\right) \quad \text { for } \quad \xi \in \Gamma . \tag{1.3}
\end{equation*}
$$

Here $\mathbf{n}$ is the normal to the interface $\Gamma$ unit vector (with fixed direction), $g_{ \pm}(\xi)$ denotes the right and left limits of the function $g$ at point $\xi$, and $[g]=g_{+}-g_{-}$.

Often the velocity is eliminated so that the system (1.1) is reduced to a second-order elliptic equation for the pressure. A modified finite volume discretization for such a class of elliptic problems has been introduced and studied in [2, 3] and numerical experiments, confirming second-order convergence for the pressure, have been presented. In the present paper we continue the research in [2, 3] by introducing a new approximation of the velocity and studying its properties. We also study the relative accuracy for the approximate pressure near the interface, and discuss its superconvergent behavior in a particular case. We restrict our consideration to a class of interface problems for which: (1) each interface is parallel to a co-ordinate axes, and (2) the velocity is continuously differentiable in the normal direction to the interfaces. Under these two assumptions, we construct a second-order approximation of the system (1.1) on a staggered grid so that the pressure values are computed at the centers of the control volumes, while the values of the normal component of the velocity are computed at faces of the cells. The numerical experiments show that the derived scheme has second order convergence for both, the pressure and the velocity, and is superior to the schemes with harmonic averaging, which exhibit second-order convergence for the pressure and first order convergence for the velocity. The computations also show that for a smooth velocity the proposed discretization gives a considerably more accurate pressure, compared to the results of the scheme with harmonic averaging of the coefficients.

## 2 Discretization of the Interface Problem

Here we present in detail the discretization of the one-dimensional (1-D) problems with perfect and imperfect contacts. The discretization of the multidimensional problem on a tensor-product grid is just a tensor product of 1-D discretizations.

### 2.1 Discretization of the Perfect Contact Problem

In order to illustrate our approach, we first consider the perfect contact problem (1.1) - (1.2) in the one-dimensional case. We introduce a standard uniform cell-centered grid, $x_{0}=0, x_{1}=h / 2, x_{i}=x_{i-1}+h, i=$
$2, \ldots, N, x_{N+1}=1$, where $h=1 / N$. The internal grid points can be considered as centered around the control volumes $V_{i}=\left(x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\right)$ where $x_{i+\frac{1}{2}}=x_{i}+\frac{1}{2} h, x_{i-\frac{1}{2}}=x_{i}-\frac{1}{2} h$. The values of the pressure and of the right hand side are defined at the grid points $x_{i}$ and are denoted by $p_{i}, f_{i}$. The values of the velocity are defined at the points $x_{i+\frac{1}{2}}$ and are denoted by $u_{i+\frac{1}{2}}$. Non-uniform grids can be treated in a similar way. Note, our approach is defined locally, at a particular control volume level, and it can work with standard vertex-based grids as well.

The second-order discretization of the continuity equation in (1.1) is straightforward:

$$
\begin{equation*}
u_{i+\frac{1}{2}}-u_{i-\frac{1}{2}}=h \varphi_{i}, \quad \varphi_{i}=\frac{1}{h} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} f(x) d x, i=1,2, \ldots, N . \tag{2.1}
\end{equation*}
$$

Next, consider the Darcy law, rewritten in the form

$$
-\frac{\partial p}{\partial x}=\frac{u(x)}{k(x)}
$$

and integrate this expression over the interval $\left(x_{i}, x_{i+1}\right)$ :

$$
\begin{equation*}
-\left(p_{i+1}-p_{i}\right)=-\int_{x_{i}}^{x_{i+1}} \frac{\partial p}{\partial x} d x=\int_{x_{i}}^{x_{i+1}} \frac{u(x)}{k(x)} d x \tag{2.2}
\end{equation*}
$$

We assume that the velocity $u(x)$ is two-times continuously differentiable on the interface, so it can be expanded around the point $x_{i+\frac{1}{2}}$ in Taylor series:

$$
\begin{equation*}
u(x)=u_{i+\frac{1}{2}}+\left(x-x_{i+\frac{1}{2}}\right) \frac{\partial u_{i+\frac{1}{2}}}{\partial x}+\frac{\left(x-x_{i+\frac{1}{2}}\right)^{2}}{2} \frac{\partial^{2} u(\eta)}{\partial x^{2}}, \eta \in\left(x_{i}, x_{i+1}\right) \tag{2.3}
\end{equation*}
$$

After replacing the first derivative of the velocity at $x_{i+\frac{1}{2}}$ by a two-point backward difference, we get the following approximation of (2.2):

$$
\begin{equation*}
-\left(p_{i+1}-p_{i}\right)=u_{i+\frac{1}{2}} \int_{x_{i}}^{x_{i+1}} \frac{d x}{k(x)}+\frac{u_{i+\frac{1}{2}}-u_{i-\frac{1}{2}}}{h} \int_{x_{i}}^{x_{i+1}} \frac{\left(x-x_{i+\frac{1}{2}}\right)}{k(x)} d x+O\left(h^{3}\right) . \tag{2.4}
\end{equation*}
$$

Finally, we rewrite this equation in the following basic form:

$$
\begin{equation*}
-k_{i+\frac{1}{2}}^{H} \frac{p_{i+1}-p_{i}}{h}=u_{i+\frac{1}{2}}+a_{i+\frac{1}{2}}\left(u_{i+\frac{1}{2}}-u_{i-\frac{1}{2}}\right)+\psi_{i} \tag{2.5}
\end{equation*}
$$

where $\psi_{i}=O\left(h^{2}\right)$ and

$$
\begin{equation*}
k_{i+\frac{1}{2}}^{H}=\left(\frac{1}{h} \int_{x_{i}}^{x_{i+1}} \frac{d x}{k(x)}\right)^{-1}, \quad a_{i+\frac{1}{2}}=k_{i+\frac{1}{2}}^{H} \frac{1}{h^{2}} \int_{x_{i}}^{x_{i+1}} \frac{x-x_{i+\frac{1}{2}}}{k(x)} d x . \tag{2.6}
\end{equation*}
$$

Here $k_{i+\frac{1}{2}}^{H}$ is the well-known harmonic averaging of the coefficient $k(x)$ over the cell $\left(x_{i}, x_{i+1}\right)$, which has played a fundamental role in deriving accurate schemes for discontinuous coefficients (see, e.g. [4, 5, 6, 7]). This presentation of the velocity $u(x)$ is a starting point for our discretization. Since we have assumed that the velocity is smooth, then the consecutive terms in the righthand side in (2.5) are $O(1), O(h)$ and $O\left(h^{2}\right)$, respectively. Truncation of this sum after the first term produces the well-known scheme of Samarskii [5] with harmonic averaging of the coefficient. This scheme is $O(h)$-consistent for the velocity at the interface points and second-order accurate for the pressure in the discrete $H^{1}$-norm. Further in the text, we call this scheme harmonic averaging or HA scheme.

Now we derive an $O\left(h^{2}\right)$ consistent scheme for the velocity by disregarding only the $\psi_{i}$-term in (2.5). We denote by $P_{i}$ the approximate pressure at the grid points in order to distinguish it from the exact values $p_{i}$. Similarly, the approximate velocity is denoted by $U_{i+\frac{1}{2}}^{-}, U_{i-\frac{1}{2}}^{+}$etc., where the $\operatorname{sign} \pm$ indicates the right and left values of the flux at the point. Note, that the exact fluxes are continuous, while the approximate fluxes may have different $U_{i+\frac{1}{2}}^{ \pm}$values. Thus, we get

$$
\begin{align*}
& -k_{i+\frac{1}{2}}^{H} \frac{P_{i+1}-P_{i}}{h}=U_{i+\frac{1}{2}}^{-}+a_{i+\frac{1}{2}}\left(U_{i+\frac{1}{2}}^{-}-U_{i-\frac{1}{2}}^{+}\right),  \tag{2.7}\\
& -k_{i-\frac{1}{2}}^{H} \frac{P_{i}-P_{i-1}}{h}=U_{i-\frac{1}{2}}^{+}+a_{i-\frac{1}{2}}\left(U_{i+\frac{1}{2}}^{-}-U_{i-\frac{1}{2}}^{+}\right) . \tag{2.8}
\end{align*}
$$

In summary, the equations (2.1), (2.7), and (2.8) approximates the first-order system (1.1) with local truncation error $O\left(h^{2}\right)$. Further, we refer to this approximation as a scheme with improved harmonic averaging or IHA scheme.

Now we transform the discretization to a more suitable form. Subtracting (2.8) from (2.7) we get

$$
\begin{equation*}
\left(1+a_{i+\frac{1}{2}}-a_{i-\frac{1}{2}}\right)\left(U_{i+\frac{1}{2}}^{-}-U_{i-\frac{1}{2}}^{+}\right)=-k_{i+\frac{1}{2}}^{H} \frac{P_{i+1}-P_{i}}{h}+k_{i-\frac{1}{2}}^{H} \frac{P_{i}-P_{i-1}}{h} . \tag{2.9}
\end{equation*}
$$

Combining this with the discretization of the continuity equation (2.1), we obtain

$$
\begin{equation*}
-\left(1+a_{i+\frac{1}{2}}-a_{i-\frac{1}{2}}\right)^{-1} \frac{1}{h}\left(k_{i+\frac{1}{2}}^{H} \frac{P_{i+1}-P_{i}}{h}-k_{i-\frac{1}{2}}^{H} \frac{P_{i}-P_{i-1}}{h}\right)=\varphi_{i} . \tag{2.10}
\end{equation*}
$$

On the other hand, solving the system (2.7), (2.8) for $U_{i+\frac{1}{2}}^{-}$and $U_{i-\frac{1}{2}}^{+}$, we get

$$
\begin{align*}
U_{i+\frac{1}{2}}^{-} & =\frac{-k_{i+\frac{1}{2}}^{H} \frac{P_{i+1}-P_{i}}{h}\left(1-a_{i-\frac{1}{2}}\right)-k_{i-\frac{1}{2}}^{H} \frac{P_{i}-P_{i-1}}{h} a_{i+\frac{1}{2}}}{1+a_{i+\frac{1}{2}}-a_{i-\frac{1}{2}}}, \\
U_{i-\frac{1}{2}}^{+} & =\frac{k_{i+\frac{1}{2}}^{H} \frac{P_{i+1}-P_{i}}{h} a_{i-\frac{1}{2}}-k_{i-\frac{1}{2}}^{H} \frac{P_{i}-P_{i-1}}{h}\left(1+a_{i+\frac{1}{2}}\right)}{1+a_{i+\frac{1}{2}}-a_{i-\frac{1}{2}}} . \tag{2.11}
\end{align*}
$$

The new scheme approximates the velocity with second-order accuracy, independently of the positions of the discontinuity of the coefficient $k(x)$. The price we paid is the necessity to evaluate the expressions $k_{i+\frac{1}{2}}^{H}, k_{i-\frac{1}{2}}^{H}$ and $a_{i+\frac{1}{2}}, a_{i-\frac{1}{2}}$ with an error no larger than $O\left(h^{2}\right)$. Let a point $\xi$ where the coefficient $k(x)$ is discontinuous be in the form $\xi=x_{i}+\theta h$ for some $i$ and $0 \leq \theta \leq 1$. Now we consider particular realizations of this scheme. The approximation of the integral in $k_{i+\frac{1}{2}}^{H}$ is done by splitting it into integrals over $\left(x_{i}, \xi\right)$ and $\left(\xi, x_{i+1}\right)$ and then applying the trapezoidal rule for each integral. This approach will produce an accurate enough evaluation of $k_{i+\frac{1}{2}}^{H}$ :

$$
\begin{equation*}
k_{i+\frac{1}{2}}^{H} \approx\left[\frac{\theta}{2}\left(\frac{1}{k_{i}}+\frac{1}{k_{\xi-0}}\right)+\frac{1-\theta}{2}\left(\frac{1}{k_{i+1}}+\frac{1}{k_{\xi+0}}\right)\right]^{-1} \tag{2.12}
\end{equation*}
$$

Note, that $k_{\xi-0}$ and $k_{\xi+0}$ are known from the interface condition.
Further, we continue with the second integral in (2.6). We again split the integral into two integrals and apply the trapezoidal rule for each of the two integrals:

$$
\begin{align*}
& \frac{1}{h^{2}} \int_{x_{i}}^{x_{i+1}} \frac{\left(x-x_{i+1}\right)}{k(x)} d x=\frac{1}{h^{2}} \int_{x_{i}}^{\xi} \frac{\left(x-x_{i+\frac{1}{2}}\right)}{k(x)} d x+\frac{1}{h^{2}} \int_{\xi}^{x_{i+1}} \frac{\left(x-x_{i+\frac{1}{2}}\right)}{k(x)} d x \\
& \quad=\frac{\theta}{2}\left(\frac{\theta-0.5}{k_{\xi-0}}-\frac{0.5}{k_{i}}\right)+\frac{1-\theta}{2}\left(\frac{0.5}{k_{i+1}}+\frac{\theta-0.5}{k_{\xi+0}}\right)+O\left(h^{2}\right) \tag{2.13}
\end{align*}
$$

In the case of a piece-wise constant coefficient $k(x)$ these formulas are exact and reduce to

$$
\begin{equation*}
k_{i+\frac{1}{2}}^{H}=\left(\frac{\theta}{k_{i}}+\frac{1-\theta}{k_{i+1}}\right)^{-1} \quad \text { and } \quad a_{i+\frac{1}{2}}=\frac{1}{2} \frac{\theta(1-\theta)\left(k_{i}-k_{i+1}\right)}{(1-\theta) k_{i}+\theta k_{i+1}} . \tag{2.14}
\end{equation*}
$$

Obviously, if the point of discontinuity $\xi$ is a midpoint of the grid, i.e. $\xi=$ $x_{i+\frac{1}{2}}$, then $\theta=1 / 2$ so that (2.14) reduces to

$$
k_{i+\frac{1}{2}}^{H}=2\left(\frac{1}{k_{i}}+\frac{1}{k_{i+1}}\right)^{-1} \text { and } a_{i+\frac{1}{2}}=\frac{1}{4}\left(\frac{k_{i}-k_{i+1}}{k_{i}+k_{i+1}}\right) .
$$

Remark 2.1 Note that if $f(x) \equiv 1$ then $u^{\prime \prime}(x)=0$ and the local truncation error is zero. Thus, HA scheme reproduces exactly piecewise linear solutions, while the IHA scheme reproduces exactly piecewise quadratic solutions.

### 2.2 Discretization of the Imperfect Contact Problem

Discretization of imperfect contact problem in the case when interfaces are aligned with grid nodes, is studied in [6]. A harmonic averaging type of discretization for interfaces aligned with control volume faces has been discussed in [1]. Below we derive improved discretization for the case when interfaces are orthogonal to a co-ordinate axis. Consider the 1-D imperfect contact problem (1.1), (1.3). The discretization in this case is derived in a similar way as in the case of perfect contact, so we shall only list the final results. The second-order discretization of the continuity equation in (1.1) is almost the same as in the perfect contact case:

$$
\begin{equation*}
U_{i+\frac{1}{2}}^{-}-U_{i-\frac{1}{2}}^{+}=h \varphi_{i}, \quad \varphi_{i}=\frac{1}{h} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} f(x) d x, i=1,2, \ldots, N \tag{2.15}
\end{equation*}
$$

A second order consistent discretization to Darcy law is given by:

$$
\begin{equation*}
-\beta_{i+\frac{1}{2}} \frac{P_{i+1}-P_{i}}{h}=U_{i+\frac{1}{2}}^{-}+b_{i+\frac{1}{2}}\left(U_{i+\frac{1}{2}}^{-}-U_{i-\frac{1}{2}}^{+}\right) . \tag{2.16}
\end{equation*}
$$

For piecewise constant coefficients we have

$$
b_{i+\frac{1}{2}}=(\theta-0.5)+\frac{h \alpha_{\xi}}{2 A_{\xi}}\left((1-\theta)^{2} k_{i}-\theta^{2} k_{i+1}\right),
$$

where

$$
\begin{gathered}
A_{\xi}=k_{i}(1-\theta) h \alpha_{\xi}+k_{i+1}\left(k_{i}+\theta h \alpha_{\xi}\right), \quad k_{i+\frac{1}{2}}^{H}=\left[\frac{1-\theta}{k_{i+1}}+\frac{\theta}{k_{i}}\right]^{-1} \\
\beta_{i+\frac{1}{2}}=k_{i+\frac{1}{2}}^{H}\left(\frac{k_{i+\frac{1}{2}}^{H}}{h \alpha_{i+\frac{1}{2}}}+1\right)^{-1}
\end{gathered}
$$

Note, in this particular case, we have second order of approximation for the velocity near the interface when $\theta \neq 0.5$, and third order of approximation for the velocity on the interface when $\theta=0.5$.

## 3 Numerical Experiments

Numerical experiments were performed in order to study the behavior of the proposed discretization (IHA) and to compare it with the widely used discre-
tization with harmonic averaging of the coefficients (HA). We approximately solve model problems with known analytical solution in order to assess the accuracy of the numerical solution. Three test problems have been considered. First, we solve a 2-D perfect contact problem with different permeabilities in 4 subregions, and investigate the cases when the interfaces are aligned with the control volume faces (i.e. $\theta=0.5$ ), and when the grid is not aligned with the interfaces (i.e. $\theta \neq 0.5$ ). We show that IHA ensures second order convergence for the velocity in both cases, while HA is first-order accurate for the velocity in both cases. Both schemes are second-order accurate for the pressure, however the constant of convergence in IHA is much smaller. In the second test we solve a 2 -D perfect contact problem with different permeabilities in 16 subregions. Superconvergence for the pressure (namely, accuracy of $O\left(h^{3}\right)$ ) is observed for this particular problem in the case of a constant permeability in the whole domain $\Omega$. This is due to some symmetry and some cancellation of reminder terms. Numerical experiments show that for smooth velocity the IHA scheme preserves this superconvergence for the pressure in the case of discontinuous piecewise constant coefficients, while HA does not preserve it. Again, IHA ensures second-order accuracy for the velocity, while HA is only first-order accurate for the velocity. In the third example we solve a imperfect contact problem.

We should note that these computations do not guarantee high order of convergence for solutions with low regularity, for example, those produced by discontinuous coefficients and $f(x) \equiv 1$. Such solutions belong to the Sobolev space $H^{1+\gamma}(\Omega)$, where $\gamma>0$ depends on the ratios of the jumps at the intersection points of the interfaces and can be very small.

Example 1. 2-D perfect contact problem in a unit square with interfaces at $x=\xi, y=\eta$ ( 4 subregions). The permeability is a piecewise constant in each sub-domain and takes values $k=\left\{10^{-2}, 1,10^{-4}, 10^{+6}\right\}$ in the 4 subregions, counting from left to right and from bottom to top. The exact solution in this case is: $p^{e x}=\frac{1}{k} \sin \left(\frac{\pi x}{2}\right)(x-\xi)(y-\eta)\left(1+x^{2}+y^{2}\right)$. Results from computations are presented in Table 1 and Table 2. The following notations are used: HA and IHA denote harmonic averaging based discretization and improved HA discretization for the case of aligned interfaces (i.e. $\theta=0.5$ ), respectively. The notation " $\theta-$ " in front of the scheme's notation is used when $\theta \neq 0.5$. Maximum errors for the pressure and their ratios are presented in Table 1. It is seen that both schemes converge with second order in both cases: aligned and non-aligned interfaces. The non-monotonic behavior
of the convergence in the non-aligned case can be explained by the fact that $\theta$ varies from grid to grid, taking values larger or smaller than 0.5 . In this way, the maximum value of the solution in different subregions is involved in the error estimate. Table 2 summarizes maximum errors for the velocity at the vertical interface (or at the nearest vertical line $x=x_{i+\frac{1}{2}}$ in the non-aligned case). It is clearly seen that IHA is second-order accurate for the velocity, while HA is only first-order accurate for it. Again non-monotone behavior of the convergence, related to alternating values for $\theta$ on the consecutive grids, is observed. A monotone convergence will be observed for fixed $\theta$, for example, on grids contains $12 \times 12,42 \times 42,162 \times 162$ nodes.

Example 1.2-D perfect contact problem with 4 subregions.

| $\frac{\text { Grid }}{12 \times 12}$ | $\begin{aligned} & \qquad \xi=\frac{1}{2}, \eta=\frac{1}{2}, \text { (aligned) } \\ & \text { HA scheme } \quad \mid \text { IHA scheme } \end{aligned}$ |  |  |  | $\xi=\frac{1}{3}, \eta=\frac{1}{3}$, (non-aligned) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\theta$-HA scheme |  | $\theta$-IHA scheme |  |
|  | $1.75 \mathrm{~d}-2$ | - | 3.34d-4 | - | $1.91 \mathrm{~d}-2$ | - | 4.48d-4 |  |
| $22 \times 22$ | $5.97 \mathrm{~d}-3$ | 2.9 | 7.64d-5 | 4.4 | $9.56 \mathrm{~d}-3$ | 2.0 | $1.45 \mathrm{~d}-4$ | 3.1 |
| 42x42 | 1.80d-3 | 3.3 | 1.94d-5 | 3.9 | 2.10d-3 | 4.6 | $4.02 \mathrm{~d}-5$ | 3.6 |
| 82 x 82 | $5.03 \mathrm{~d}-4$ | 3.6 | 4.97d-6 | 3.9 | $7.03 \mathrm{~d}-4$ | 3.0 | $1.10 \mathrm{~d}-5$ | 3.7 |
| 162x162 | $1.36 \mathrm{~d}-4$ | 3.7 | $1.26 \mathrm{~d}-6$ | 3.9 | 1.64d-4 | 4.3 | 2.80d-6 | 3.9 |
| $322 \times 322$ | $3.56 \mathrm{~d}-5$ | 3.8 | $3.17 \mathrm{~d}-7$ | 4.0 | $4.69 \mathrm{~d}-5$ | 3.5 | 7.19d-7 | 3.9 |

Table 1. Maximum errors for pressure and their ratios.

Example 1.2-D perfect contact problem with 4 subregions.

| Grid | $\xi=\frac{1}{2}, \eta=\frac{1}{2}$, (aligned) |  |  |  | $\xi=\frac{1}{3}, \eta=\frac{1}{3}$, (non-aligned) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HA scheme |  | IHA scheme |  | A scheme |  | $\theta$-IHA scheme |  |
| 12x12 | 4.20d-2 | - | 1.18d-3 | - | $2.19 \mathrm{~d}-2$ | - | $5.26 \mathrm{~d}-4$ |  |
| 22x22 | $2.14 \mathrm{~d}-2$ | 1.96 | 2.73d-4 | 4.3 | $2.83 \mathrm{~d}-2$ | 0.77 | $1.27 \mathrm{~d}-4$ | 4.1 |
| 42 x 42 | $1.08 \mathrm{~d}-2$ | 1.98 | $8.07 \mathrm{~d}-5$ | 3.4 | $5.62 \mathrm{~d}-3$ | 5.03 | 5.30d-5 | 2.4 |
| 82x82 | $5.40 \mathrm{~d}-3$ | 2.00 | $2.20 \mathrm{~d}-5$ | 3.7 | $7.11 \mathrm{~d}-3$ | 0.79 | 5.44d-6 | 9.7 |
| 162 x 162 | $2.70 \mathrm{~d}-3$ | 2.00 | 5.77d-6 | 3.8 | $1.41 \mathrm{~d}-3$ | 5.04 | 3.93d-6 | 1.4 |
| $322 \times 322$ | $1.35 \mathrm{~d}-3$ | 2.00 | 1.50d-6 | 3.8 | $1.78 \mathrm{~d}-3$ | 0.79 | $3.77 \mathrm{~d}-7$ | 10. |

Table 2. Maximum errors for velocity and their ratios.

Example 2. 2-D perfect contact problem in a unit square with interfaces at $x=\xi_{1}=0.2, \quad x=\xi_{2}=0.5, \quad x=\xi_{3}=0.7$ and $y=\eta_{1}=$ $0.3, \quad y=\eta_{2}=0.6, \quad y=\eta_{3}=0.8$ ( 16 subregions). The permeability is a piecewise constant function and in each sub-domain and takes values $k=$ $10 \times\left\{10,10^{-3}, 1,10^{-4}, 10^{-2}, 10,10^{-3}, 1,10,10^{-3}, 1,10^{-3}, 10^{-3}, 10,10^{-2}, 1\right\}$ in the 16 subregions, counting from left to right and from bottom to top with
exact solution $p(x, y)=\frac{1}{k}\left(x-\xi_{1}\right)\left(x-\xi_{2}\right)\left(x-\xi_{3}\right)\left(y-\eta_{1}\right)\left(y-\eta_{2}\right)\left(y-\eta_{3}\right)$. The computational results are presented in Tables 3 and 4 . For comparison we have included also the results for the constant coefficient $k(x, y)=1$ in the whole domain $\Omega$. Notation "case B" is used to denote columns with these results. One can observe superconvergence for the pressure in the continuous case, which is also exhibited by IHA in the case of discontinuous coefficients. Table 4 shows that IHA ensures second-order convergence for the velocity, while HA is only first-order accurate. In our numerical experiments the exact solution is zero at the interfaces, so the absolute values for the error there might be small, compared to absolute errors far from interfaces, while the relative errors can be very large. We can plot the relative error $\frac{p\left(x_{i}, y_{j}\right)-P_{i, j}}{p\left(x_{i}, y_{j}\right)}$ computed by HA and IHA, respectively. Here $\left(x_{i}, y_{j}\right)$ are the centers of the cells in the rectangular grid. Qualitatively, the results look similar, but quantitatively they differ by orders of magnitude. The results show that IHA produces a considerably more accurate solution near the interface.

Example 3. 1-D imperfect contact problem with interfaces at $\xi_{1}=0.2$ and $\xi_{2}=0.7$ with an exact solution:

$$
p(x)=-\frac{d}{k(s+1)(s+2)} x^{s+2}-\frac{c}{2 k} x^{2}+a x+b
$$

The parameters $k, c, d$ vary for the different subregions. The constants in the imperfect contact interface conditions are $\alpha_{1}=10^{2}, \alpha_{2}=10$. Also, $u(0)=1$, $u(1)=0$, and $s=\{1,1,1\}, k=\left\{1,10,10^{2}\right\}, c=\left\{10,1,10^{2}\right\}$, in the three subregions, counting from the left.

Example 2. 2-D perfect contact problem with 16 subregions.

|  | $k(x, y) \equiv 1$ |  | aligned |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Grid | case $B$ |  |  | HA scheme | IHA scheme |  |
| $12 \times 12$ | $1.75 \mathrm{~d}-3$ | - | $3.91 \mathrm{~d}-3$ | - | $1.65 \mathrm{~d}-3$ | - |
| 22 x 22 | $2.89 \mathrm{~d}-4$ | 6.06 | $1.49 \mathrm{~d}-3$ | 2.62 | $2.87 \mathrm{~d}-4$ | 5.75 |
| 42 x 42 | $4.18 \mathrm{~d}-5$ | 6.91 | $5.07 \mathrm{~d}-4$ | 2.93 | $4.17 \mathrm{~d}-5$ | 6.88 |
| 82 x 82 | $5.64 \mathrm{~d}-6$ | 7.41 | $1.55 \mathrm{~d}-4$ | 3.27 | $5.63 \mathrm{~d}-6$ | 7.41 |
| 162 x 162 | $7.33 \mathrm{~d}-7$ | 7.69 | $4.39 \mathrm{~d}-5$ | 3.53 | $7.32 \mathrm{~d}-7$ | 7.69 |
| 322 x 322 | $9.34 \mathrm{~d}-8$ | 7.85 | $1.19 \mathrm{~d}-5$ | 3.69 | $9.35 \mathrm{~d}-8$ | 7.83 |

Table 3. Maximum errors for pressure and their ratios.

Example 2. 2-D perfect contact problem with 16 subregions.

|  | $k(x, y) \equiv 1$ |  | aligned |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Grid | case $B$ |  | HA scheme |  | IHA scheme |  |
| $12 \times 12$ | $1.74 \mathrm{~d}-4$ | - | $2.02 \mathrm{~d}-3$ | - | $9.37 \mathrm{~d}-4$ | - |
| 22 x 22 | $5.85 \mathrm{~d}-5$ | 2.97 | $1.17 \mathrm{~d}-3$ | 1.73 | $2.91 \mathrm{~d}-4$ | 3.21 |
| $42 \times 42$ | $1.67 \mathrm{~d}-5$ | 3.50 | $6.20 \mathrm{~d}-4$ | 1.89 | $8.22 \mathrm{~d}-5$ | 3.54 |
| 82 x 82 | $4.42 \mathrm{~d}-6$ | 3.77 | $3.18 \mathrm{~d}-4$ | 1.95 | $2.39 \mathrm{~d}-5$ | 3.44 |
| 162 x 162 | $1.14 \mathrm{~d}-6$ | 3.88 | $1.60 \mathrm{~d}-4$ | 1.99 | $6.56 \mathrm{~d}-6$ | 3.62 |
| 322 x 322 | $2.89 \mathrm{~d}-7$ | 3.94 | $8.06 \mathrm{~d}-5$ | 1.99 | $1.75 \mathrm{~d}-6$ | 3.75 |

Table 4. Maximum errors for velocity and their ratios.

Example 3. 1-D imperfect contact problem with 3 subregions.

|  | PRESSURE |  |  |  | VELOCITY |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Grid | HA scheme |  | IHA scheme |  | HA scheme |  | IHA scheme |  |
| $12 \times 12$ | $4.56 \mathrm{~d}-3$ | - | $2.47 \mathrm{~d}-3$ | - | $3.8 \mathrm{~d}-2$ | - | $2.49 \mathrm{~d}-2$ | - |
| 22 x 22 | $1.33 \mathrm{~d}-3$ | 3.4 | $5.12 \mathrm{~d}-4$ | 4.8 | $9.70 \mathrm{~d}-3$ | 4.0 | $5.46 \mathrm{~d}-3$ | 4.6 |
| 42 x 42 | $3.58 \mathrm{~d}-4$ | 3.7 | $9.77 \mathrm{~d}-5$ | 5.2 | $2.43 \mathrm{~d}-3$ | 4.0 | $1.11 \mathrm{~d}-3$ | 4.9 |
| 82 x 82 | $9.24 \mathrm{~d}-5$ | 3.9 | $1.83 \mathrm{~d}-5$ | 5.3 | $6.07 \mathrm{~d}-4$ | 4.0 | $2.50 \mathrm{~d}-4$ | 5.4 |
| 162 x 162 | $2.35 \mathrm{~d}-5$ | 3.9 | $3.27 \mathrm{~d}-6$ | 5.6 | $1.52 \mathrm{~d}-4$ | 4.0 | $3.55 \mathrm{~d}-5$ | 5.8 |
| 322 x 322 | $5.92 \mathrm{~d}-6$ | 4.0 | $5.84 \mathrm{~d}-7$ | 5.6 | $3.80 \mathrm{~d}-5$ | 4.0 | $6.04 \mathrm{~d}-6$ | 5.9 |

Table 5. Maximum errors and their ratios.
The results from computations are presented in Table 5. As it was mentioned in Section 2.2 the IHA scheme approximates velocity at the interface with third-order accuracy in the case when the imperfect contact interface is aligned with cell faces. In this case, the HA scheme approximates the velocity at the interface to second order. This may explain the second-order convergence for the HA scheme, and the superconvergence for the IHA scheme.
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# Finite Element Analysis for Pseudo Hyperbolic Integral-Differential Equations 

Xia Cui


#### Abstract

The finite element method and its analysis for pseudo-hyperbolic integral-differential equations with nonlinear boundary conditions is considered. A new projection is introduced to obtain optimal $L^{2}$ convergence estimates. The present techniques can be applied to treat elastic wave problems with absorbing boundary conditions in porous media.


KEYWORDS: pseudo-hyperbolic integral-differential equation, finite element, Sobolev-Volterra projection, convergence analysis

## 1 Introduction

We consider the finite element method for the pseudo-hyperbolic integraldifferential equation subject to the initial and nonlinear boundary conditions

$$
\begin{array}{ll}
q(u) u_{t t}=\nabla \cdot\left(a(u) \nabla u_{t}+b(u) \nabla u\right. & \\
\left.\quad+\int_{0}^{t} c(u(\tau)) \nabla u(\tau) d \tau\right)+f(u), & x \in \Omega, t \in J  \tag{1.1}\\
a(u) \frac{\partial u_{t}}{\partial \gamma}+b(u) \frac{\partial u}{\partial \gamma}+\int_{0}^{t} c(u(\tau)) \frac{\partial u(\tau)}{\partial \gamma} d \tau=g(u), & x \in \partial \Omega, t \in J, \\
u(x, 0)=\Phi(x), u_{t}=\Psi(x), & x \in \Omega,
\end{array}
$$

where $J=[0, T], \Omega \subset R^{d}(d \geq 1$ is the dimension of the space $)$ is an open bounded domain with smooth boundary $\partial \Omega, \gamma$ denotes the outer-normal direction to $\partial \Omega, \phi(u)=\phi(x, t, u), c(u(\tau))=c(t, \tau, u(\tau))=c(t, \tau, x, u(x, \tau))$, and $q, a, b, c, f, g, \Phi$, and $\Psi$ are known functions. We also assume that the functions $q, a, b, c, f$, and $g$ are smooth with bounded derivatives and there exist constants $q_{*}>0$ and $a_{*}>0$ such that $q(x, t, \psi) \geq q_{*}$ and $a(x, t, \psi) \geq a_{*}$, $\forall x \in \Omega, t \in J, \psi \in R$.

Pseudo-hyperbolic integral-differential equations are often used in the fields of visco-elasticity, nuclear physics, and biological mechanics. For existence, uniqueness, and continuous dependence of solutions, there are some

[^0]investigations carried out in [1, 5]; however, for their numerical approximation, there is few works available [4]. Since the antihunt, diffusion, and memory (Volterra) term emerge at the same time in their formulation, together with nonlinear boundary conditions, the traditional Ritz projection [6], RitzVolterra projection [2], and Sobolev projection [3] can no longer reflect this global property, so it is difficult to do an error analysis. In this paper we introduce a new projection to treat these difficulties, use integration by parts and an induction hypothesis reasoning to deal with the nonlinearity of these problems, and do a thorough and successful finite element (FE) numerical analysis for (1.1).

An outline of the paper is as follows. In $\S 2$, a new projection is introduced and its approximation properties are studied. With the help of this projection, the FE method and its numerical analysis is investigated and the optimal $L^{2}$ convergence is established in $\S 3$.

In this paper $K$ is a generic positive constant and may be different each time it is used and $\epsilon$ is an arbitrarily small constant. Let $(\phi, \psi)=\int_{\Omega} \phi \psi d x$ and $\langle\phi, \psi\rangle=\int_{\partial \Omega} \phi \psi d x$; the norms in Banach spaces follow those in [4, 5]. We use the inequalities

$$
\begin{aligned}
& a b \leq \epsilon a^{2}+\frac{1}{4 \epsilon} b^{2}, \quad|\phi|_{L^{2}(\partial \Omega)}^{2} \leq \epsilon\|\nabla \phi\|^{2}+K(\epsilon)\|\phi\|^{2} \\
& |\phi|_{r} \leq K(T, r)\|\phi\|_{r+\frac{1}{2}}, \quad 0<r \leq 3 / 2, r \neq 1
\end{aligned}
$$

## 2 A New Projection

Let $\mu \subset H^{1}(\Omega)$ be a finite element space associated with a quasi-regular partition of $\Omega$ such that the elements have diameters bounded by $h$. Let the index of $\mu$ be the integer $k$. It is frequently valuable to decompose the convergence analysis of the FE method by passing through a FE projection of the solution of the differential problem. To treat our problem, we introduce a new projection: $\tilde{u}(t):[0, T] \rightarrow \mu$ such that

$$
\begin{align*}
& \left(a(u) \nabla\left(\tilde{u}_{t}-u_{t}\right)+b(u) \nabla(\tilde{u}-u)+\int_{0}^{t} c(u(\tau)) \nabla(\tilde{u}-u)(\tau) d \tau, \nabla v\right) \\
& +\lambda\left(\tilde{u}_{t}-u_{t}, v\right)-\langle g(\tilde{u})-g(u), v\rangle=0 \quad \forall v \in \mu, t \in J,  \tag{2.1}\\
& \tilde{u}(0)=\Phi_{h}
\end{align*}
$$

where $\lambda$ is a positive constant assuring coercivity of the form and $\Phi_{h}$ is an appropriate approximation of $\Phi$ in $\mu$.

Lemma 2.1 There exists a unique $\tilde{u}(t) \in \mu$ such that (2.1) being satisfied.

Proof: We use an iterative procedure. Let $V^{0} \in \mu$ and define $\left\{V^{p}\right\}$ by

$$
\begin{align*}
& \left(a(u) \nabla\left(V_{t}^{p}-u_{t}\right)+b(u) \nabla\left(V^{p}-u\right)+\int_{0}^{t} c(u(\tau)) \nabla\left(V^{p-1}-u\right)(\tau) d \tau, \nabla v\right) \\
& +\lambda\left(V_{t}^{p}-u_{t}, v\right)-\left\langle g\left(V^{p-1}\right)-g(u), v\right\rangle=0 \quad \forall v \in \mu, t \in J, \\
& V^{p}(0)=\Phi_{h}, \quad \forall p \geq 1 \tag{2.2}
\end{align*}
$$

For $p \geq 1$, the unique existence of $V^{p}$ comes from the general theory of initial value problems of ordinary differential equations. Setting $Z^{p}=V^{p+1}-V^{p}$ and $v=Z_{t}^{p}$, it is natural to see from the above relation that

$$
\begin{aligned}
a_{*}\left\|\nabla Z_{t}^{p}\right\|^{2}+\lambda\left\|Z_{t}^{p}\right\|^{2} & \leq K\left[\left\|\nabla Z^{p}\right\|^{2}+\left\|Z^{p-1}\right\|_{1}^{2}+\int_{0}^{t}\left\|\nabla Z^{p-1}(\tau)\right\|^{2} d \tau\right] \\
& +a_{*}\left\|\nabla Z_{t}^{p}\right\|^{2}+\frac{\lambda}{2}\left\|Z_{t}^{p}\right\|^{2} / 2
\end{aligned}
$$

Using $\left\|Z^{p}\right\|_{1}^{2} \leq K \int_{0}^{t}\left\|Z_{t}^{p}(\tau)\right\|_{1}^{2} d \tau$ and Gronwall's lemma, there exists a constant $K_{*}>0$ such that

$$
\left\|Z_{t}^{p}\right\|_{1}^{2} \leq K_{*} \int_{0}^{t}\left\|Z_{t}^{p-1}\right\|_{1}^{2}(\tau) d \tau \leq \frac{\left(K_{*} T\right)^{p}}{p!}, \quad \forall p \geq 1
$$

Similarly, we have a upper bound for $\left\|V_{t}^{p}\right\|_{1}$. Hence, $\left\{V^{p}\right\}$ is a Cauchy sequence in $\mu$ and so there exists a unique $\tilde{u} \in \mu$ such that $V^{p} \rightarrow \tilde{u}$ and $V_{t}^{p} \rightarrow \tilde{u}_{t}$, as $p \rightarrow \infty$. Lemma 2.1 is completed by letting $p \rightarrow \infty$ in (2.2). []

Let condition $\left(P_{1}\right)$ denote this: $\left\|\Phi-\Phi_{h}\right\|+h\left\|\Phi-\Phi_{h}\right\|_{1} \leq K h^{k+1}\|\Phi\|_{k+1}$ and condition $\left(P_{2}\right):\left|\Phi-\Phi_{h}\right|_{-\frac{1}{2}} \leq K h^{k+1}\|\Phi\|_{k+1}$. Let $\eta=u-\tilde{u}$ and $G=$ $\int_{0}^{1} g_{u}(s u+(1-s) \tilde{u}) d s$. (2.1) is represented as

$$
\begin{align*}
& \left(a(u) \nabla \eta_{t}+b(u) \nabla \eta+\int_{0}^{t} c(u(\tau)) \nabla \eta(\tau) d \tau, \nabla v\right)  \tag{2.3}\\
& \quad+\lambda\left(\eta_{t}, v\right)-<G \eta, v>=0 \quad \forall v \in \mu .
\end{align*}
$$

Lemma 2.2 Under condition $\left(P_{1}\right)$, there exists a $K=K(u)$ such that: (1) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=0,1, \sum_{j=0}^{1}\left\|\frac{\partial^{j} \nabla \eta}{\partial t^{j}}\right\| \leq K\left(\|u\|_{1, k+1}+\|\Phi\|_{k+1}\right) h^{k}$; (2) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=0,1,2, \sum_{j=0}^{2}\left\|\frac{\partial^{j} \nabla \eta}{\partial t^{j}}\right\| \leq K\left(\|u\|_{2, k+1}+\|\Phi\|_{k+1}\right) h^{k}$; (3) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=0, \ldots, 3, \sum_{j=0}^{3}\left\|\frac{\partial^{j} \nabla \eta}{\partial t^{j}}\right\| \leq K\left(\|u\|_{3, k+1}+\|\Phi\|_{k+1}\right) h^{k}$; (4) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=0, \ldots, 4, \sum_{j=0}^{4}\left\|\frac{\partial^{j} \nabla \eta}{\partial t^{j}}\right\| \leq K\left(\|u\|_{4, k+1}+\|\Phi\|_{k+1}\right) h^{k}$, where $\|\phi(t)\|_{r, s}^{2}=\sum_{j=0}^{r}\left(\left\|\frac{\partial^{j} \phi(t)}{\partial t^{j}}\right\|_{s}^{2}+\int_{0}^{t}\left\|\frac{\partial^{j} \phi(\tau)}{\partial t^{j}}\right\|_{s}^{2} d \tau\right), r \geq 0$.

Proof: Let $R u(t):[0, T] \rightarrow \mu$ be the Ritz projection of $u$. From (2.3) and the inequalities in $\S 1$, we see

$$
\begin{aligned}
a_{*}\left\|\nabla \eta_{t}\right\|^{2}+\lambda\left\|\eta_{t}\right\|^{2} & \leq\left(a(u) \nabla \eta_{t}+b(u) \nabla \eta+\int_{0}^{t} c(u(\tau)) \nabla \eta(\tau) d \tau, \nabla\left(u_{t}-R u_{t}\right)\right) \\
& +\lambda\left(\eta_{t}, u_{t}-R u_{t}\right)-\left\langle G \eta, u_{t}-R u_{t}\right\rangle \\
& -\left(b(u) \nabla \eta+\int_{0}^{t} c(u(\tau)) \nabla \eta(\tau) d \tau, \nabla \eta_{t}\right)+<G \eta, \eta_{t}> \\
& \leq \frac{a_{*}}{2}\left\|\nabla \eta_{t}\right\|^{2}+\frac{\lambda}{2}\left\|\eta_{t}\right\|^{2}+\epsilon\left\|\eta_{t}\right\|_{1}^{2} \\
& +K\left[\|\eta\|_{1}^{2}+\int_{0}^{t}\|\nabla \eta(\tau)\|^{2} d \tau+\left\|u_{t}-R u_{t}\right\|_{1}^{2}\right] .
\end{aligned}
$$

Noticing that $\eta(t)=\eta(0)+\int_{0}^{t} \eta_{t}(\tau) d \tau$ and $\eta(0)=\Phi-\Phi_{h}$ and using Gronwall's lemma, we get the first conclusion of Lemma 2.2.

Differentiate in time (2.3) and set $A=a_{t}(t, u(t))+b(u), B=b_{t}(t, u(t))+$ $c(t, t, u(t)), C=c_{t}(t, \tau, u(\tau)), D=g_{u}(t, \tilde{u})$, and $E=\int_{0}^{1} g_{u}(t, s u+(1-$ $s) \tilde{u}) d s+u_{t} \int_{0}^{1} g_{u u}(t, s u+(1-s) \tilde{u}) d s$. Then we derive at

$$
\begin{align*}
& \left(a(u) \nabla \eta_{t t}+A \nabla \eta_{t}+B \nabla \eta+\int_{0}^{t} C \nabla \eta(\tau) d \tau, \nabla v\right)  \tag{2.4}\\
& +\lambda\left(\eta_{t t}, v\right)-<D \eta_{t}+E \eta, v>=0 \quad \forall v \in \mu
\end{align*}
$$

Similarly,

$$
\begin{aligned}
& a_{*}\left\|\nabla \eta_{t t}\right\|^{2}+\lambda\left\|\eta_{t t}\right\|^{2} \leq \frac{a_{*}}{2}\left\|\nabla \eta_{t t}\right\|^{2}+\frac{\lambda}{2}\left\|\eta_{t t}\right\|^{2}+\epsilon\left\|\eta_{t t}\right\|_{1}^{2} \\
& +K\left[\left\|\eta_{t}\right\|_{1}^{2}+\|\eta\|_{1}^{2}+\int_{0}^{t}\|\nabla \eta(\tau)\|^{2} d \tau+\left\|u_{t t}-R u_{t t}\right\|_{1}^{2}\right] .
\end{aligned}
$$

Hence the second conclusion holds by using the first one. [] Differentiating in $t(2.4)$ similarly, we can obtain the third conclusion. The forth conclusion can be gained by a further differentiation sequence.

Lemma 2.3 Under conditions $\left(P_{1}\right)$ and $\left(P_{2}\right)$, there exists a $K=K(u)$ such that (1) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=0,1, \sum_{j=0}^{1}\left\|\frac{\partial^{j} \eta}{\partial t^{j}}\right\| \leq K\left(\|u\|_{1, k+1}+\|\Phi\|_{k+1}\right) h^{k+1}$;
(2) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=0,1,2, \sum_{j=0}^{2}\left\|\frac{\partial^{j} \eta}{\partial t^{j}}\right\| \leq K\left(\|u\|_{2, k+1}+\|\Phi\|_{k+1}\right) h^{k+1}$;
(3) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), \sum_{j=0}^{3}\left\|\frac{\partial^{j} \eta}{\partial t^{j}}\right\| \leq K\left(\|u\|_{3, k+1}+\|\Phi\|_{k+1}\right) h^{k+1}, j=0, \ldots, 3$;
(4) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), \sum_{j=0}^{4}\left\|\frac{\partial^{j} \eta}{\partial t^{j}}\right\| \leq K\left(\|u\|_{4, k+1}+\|\Phi\|_{k+1}\right) h^{k+1}, j=0, \ldots, 4$.

Proof: Define $\alpha \in H^{1}(\Omega)$ in the way

$$
\begin{align*}
& \left(a(u) \nabla \alpha+b(u) \nabla \eta+\int_{0}^{t} c(u(\tau)) \nabla \eta(\tau) d \tau, \nabla v\right)  \tag{2.5}\\
& \quad+\lambda(\alpha, v)-\langle G \eta, v\rangle=0 \quad \forall v \in H^{1}(\Omega)
\end{align*}
$$

By subtracting (2.5) from (2.3), we see that $\tilde{u}_{t}$ is the standard Ritz projection of $u_{t}-\alpha$ onto $\mu$. Hence, by the elliptic regularity of (2.5) and Lemma 2.2, we see that

$$
\begin{equation*}
\left\|\eta_{t}\right\| \leq\|\alpha\|+K h\left(\left\|\eta_{t}\right\|_{1}+\|\alpha\|_{1}\right) \leq\|\alpha\|+K h^{k+1}\left(\|u\|_{1, k+1}+\|\Phi\|_{k+1}\right) \tag{2.6}
\end{equation*}
$$

It remains to estimate $\|\alpha\|$. To do this, let $\beta \in H^{1}(\Omega)$ be defined by

$$
\begin{align*}
& \left(a(u) \nabla \beta+b(u) \nabla \eta+\int_{0}^{t} c(u(\tau)) \nabla \eta(\tau) d \tau, \nabla v\right) \\
& \quad+\lambda(\beta, v)-<G \eta, v>=(\alpha, v) \quad \forall v \in H^{1}(\Omega) \tag{2.7}
\end{align*}
$$

Setting $v=\beta$ in (2.5) and $v=\alpha$ in (2.7) and denoting $z=\alpha-\beta$, we find that

$$
\begin{aligned}
& \|\alpha\|^{2}=\left\langle\eta, b(u) \frac{\partial z}{\partial \gamma}\right\rangle-(\eta, \nabla \cdot[b(u) \nabla z])+\int_{0}^{t}\left\{<\eta(\tau), c(u(\tau)) \frac{\partial z(t)}{\partial \gamma}>\right. \\
& \quad-(\eta(\tau), \nabla \cdot[c(u(\tau)) \nabla z(t)])\} d \tau-<G \eta, z> \\
& \leq K\left\{|\eta|_{-\frac{1}{2}}^{2}+\|\eta\|^{2}+\int_{0}^{t}\left[|\eta(\tau)|_{-\frac{1}{2}}^{2}+\|\eta(\tau)\|^{2}\right] d \tau\right\}+\epsilon\left(|z|_{\frac{3}{2}}^{2}+\|z\|_{2}^{2}+|z|_{\frac{1}{2}}^{2}\right)
\end{aligned}
$$

while subtracting (2.7) from (2.5) leads to $\|z\|_{2} \leq K\|\alpha\|$, so we obtain

$$
\begin{equation*}
\|\alpha\| \leq K\left\{|\eta(0)|_{-\frac{1}{2}}+\|\eta(0)\|+\int_{0}^{t}\left[\left|\eta_{t}(\tau)\right|_{-\frac{1}{2}}+\left\|\eta_{t}(\tau)\right\|\right] d \tau\right\} \tag{2.8}
\end{equation*}
$$

Now, we turn to estimate $\left|\eta_{t}\right|_{-\frac{1}{2}}$. For this purpose, we define $\vartheta \in H^{1}(\Omega)$ in such a way

$$
\begin{align*}
& \left(a(u) \nabla \vartheta+b(u) \nabla \eta+\int_{0}^{t} c(u(\tau)) \nabla \eta(\tau) d \tau, \nabla v\right) \\
& +\lambda(\vartheta, v)-<G \eta, v>=<\delta, v>\quad \forall v \in H^{1}(\Omega) \tag{2.9}
\end{align*}
$$

where $\delta \in H^{\frac{1}{2}}(\partial \Omega),|\delta|_{\frac{1}{2}}=\left|\eta_{t}\right|_{-\frac{1}{2}}$, and $<\delta, \eta_{t}>=\left|\eta_{t}\right|_{-\frac{1}{2}}^{2}$. Let $\varphi=\vartheta-\alpha$. It follows from (2.5) and (2.9) that

$$
\begin{equation*}
(a(u) \nabla \varphi, \nabla v)+\lambda(\varphi, v)=<\delta, v>, \quad \forall v \in H^{1}(\Omega) \tag{2.10}
\end{equation*}
$$

Hence, $\|\varphi\|_{2} \leq K\left|\eta_{t}\right|_{-\frac{1}{2}}$. Setting $v=\eta_{t}$ in (2.10) and using integration by parts, we obtain

$$
\begin{aligned}
& \left|\eta_{t}\right|_{-\frac{1}{2}}^{2}=\left(a(u) \nabla \eta_{t}+b(u) \nabla \eta+\int_{0}^{t} c(u(\tau)) \nabla \eta(\tau) d \tau, \nabla(\varphi-R \varphi)\right) \\
& +\lambda\left(\eta_{t}, \varphi-R \varphi\right)-<G \eta, \varphi-R \varphi>-<\eta, b(u) \frac{\partial \varphi}{\partial \gamma}>+(\eta, \nabla \cdot[b(u) \nabla \varphi]) \\
& -\int_{0}^{t}\left\{<\eta(\tau), c(u(\tau)) \frac{\partial \varphi(t)}{\partial \gamma}>-(\eta(\tau), \nabla \cdot[c(u(\tau)) \nabla \varphi(t)])\right\} d \tau+<G \eta, \varphi> \\
& \leq K h^{2}\left[\left\|\eta_{t}\right\|_{1}^{2}+\|\eta\|_{1}^{2}+\int_{0}^{t}\|\nabla \eta(\tau)\|^{2} d \tau\right]+K\left[|\eta(0)|_{-\frac{1}{2}}^{2}+\|\eta(0)\|^{2}\right] \\
& +K \int_{0}^{t}\left[\left|\eta_{t}(\tau)\right|_{-\frac{1}{2}}^{2}+\left\|\eta_{t}(\tau)\right\|^{2} d \tau+\epsilon\|\varphi\|_{2}^{2} .\right.
\end{aligned}
$$

Applying Lemma 2.2 and Gronwall's lemma to above inequality, we see that

$$
\begin{equation*}
\left|\eta_{t}\right|_{-\frac{1}{2}} \leq K h^{k+1}\left(\|u\|_{1, k+1}+\|\Phi\|_{k+1}\right)+K \int_{0}^{t}\left\|\eta_{t}(\tau)\right\|^{2} d \tau \tag{2.11}
\end{equation*}
$$

Thus (2.8) yields a upper bound for $\|\alpha\|$. Substituting this bound into (2.6), we see again from Gronwall's lemma that

$$
\left\|\eta_{t}\right\| \leq K h^{k+1}\left(\|u\|_{1, k+1}+\|\Phi\|_{k+1}\right)
$$

Thus the first conclusion of Lemma 2.3 is valid as a consequence of $\|\eta\| \leq$ $K\left[\|\eta(0)\|+\int_{0}^{t}\left\|\eta_{t}(\tau)\right\| d \tau\right]$.

To demonstrate the second conclusion, we introduce the auxiliary equation

$$
\begin{align*}
& \left(a(u) \nabla \sigma+A \nabla \eta_{t}+B \nabla \eta+\int_{0}^{t} C \nabla \eta(\tau) d \tau, \nabla v\right)  \tag{2.12}\\
& +\lambda(\sigma, v)-<D \eta_{t}+E \eta, v>=0 \quad \forall v \in H^{1}(\Omega)
\end{align*}
$$

Subtracting (2.12) from (2.4) implies that $\tilde{u}_{t t}$ is the Ritz projection of $u_{t t}-\sigma$ in $\mu$. Hence, by the elliptic regularity of (2.12) and Lemma 2.2, we have

$$
\begin{equation*}
\left\|\eta_{t t}\right\| \leq\|\sigma\|+K h\left(\left\|\eta_{t t}\right\|_{1}+\|\sigma\|_{1}\right) \leq\|\sigma\|+K h^{k+1}\left(\|u\|_{2, k+1}+\|\Phi\|_{k+1}\right) . \tag{2.13}
\end{equation*}
$$

To estimate $\|\sigma\|$, we define $\zeta \in H^{1}(\Omega)$ such that

$$
\begin{align*}
& \left(a(u) \nabla \zeta+A \nabla \eta_{t}+B \nabla \eta+\int_{0}^{t} C \nabla \eta(\tau) d \tau, \nabla v\right)  \tag{2.14}\\
& +\lambda(\zeta, v)-<D \eta_{t}+E \eta, v>=(\sigma, v) \quad \forall v \in H^{1}(\Omega)
\end{align*}
$$

Setting $v=\zeta$ in (2.12) and $v=\sigma$ in (2.14), denoting $y=\sigma-\zeta$, and using integration by parts, we derive at

$$
\begin{align*}
& \|\sigma\|^{2} \leq K\left\{\left|\eta_{t}\right|_{-\frac{1}{2}}^{2}+|\eta|_{-\frac{1}{2}}^{2}+\left\|\eta_{t}\right\|^{2}+\|\eta\|^{2}\right. \\
& \left.+\int_{0}^{t}\left[|\eta(\tau)|_{-\frac{1}{2}}^{2}+\|\eta(\tau)\|^{2}\right] d \tau\right\}+\epsilon\|y\|_{2}^{2} . \tag{2.15}
\end{align*}
$$

Note that subtracting (2.14) from (2.12) results in $\|y\|_{2} \leq K\|\sigma\|$, so from (2.15), (2.11), and the first conclusion, we can show that

$$
\|\sigma\| \leq K\left(\|u\|_{1, k+1}+\|\Phi\|_{k+1}\right)
$$

Now, by (2.13), we obtain the second conclusion of Lemma 2.3. Differentiating in time (2.4) for one and two times, we can derive the third and forth conclusions.

It is easy to show that

Lemma 2.4 Under conditions $\left(P_{1}\right),\left(P_{2}\right)$, and $k \geq d / 2$, there exists a $K=$ $K(u)$ such that: (1) (1) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=0,1$, then $\left\|\frac{\partial^{j} u}{\partial t^{j}}\right\|_{L^{\infty}\left(L^{\infty}\right)}+$ $\left\|\frac{\partial^{j} \nabla \tilde{u}}{\partial t^{j}}\right\|_{L^{\infty}\left(L^{\infty}\right)} \leq K$; (2) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=0,1,2$, then $\left\|\frac{\partial^{j} u}{\partial t^{j}}\right\|_{L^{\infty}\left(L^{\infty}\right)}+$ $\left\|\frac{\partial^{j} \nabla \tilde{u}}{\partial t_{j}}\right\|_{L^{\infty}\left(L^{\infty}\right)} \leq K$; (3) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=0, \ldots, 3$, then $\left\|\frac{\partial^{j} u}{\partial t^{j}}\right\|_{L^{\infty}\left(L^{\infty}\right)}+$ $\left\|\frac{\partial^{j} \nabla \tilde{u}}{\partial t^{j}}\right\|_{L^{\infty}\left(L^{\infty}\right)} \leq K$; (4) if $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=0, \ldots, 4$, then $\left\|\frac{\partial^{j} u}{\partial t^{j}}\right\|_{L^{\infty}\left(L^{\infty}\right)}+$ $\left\|\frac{\partial^{j} \nabla \tilde{u}}{\partial t^{j}}\right\|_{L^{\infty}\left(L^{\infty}\right)} \leq K$.

Remark. If we set $c \equiv 0$ in (2.1), then the projection becomes a Sobolev projection. Since formulation (2.1) also includes the Volterra term, we call the new projection Sobolev-Volterra (SV) projection. We see, on one hand, from the above lemmas, that the SV projection has the same priori approximation properties as the Ritz, Ritz-Volterra, and Sobolev projections. On the other hand, it reflects the global property of the combination of antihunt term, diffusion term, and memory term, so it may be very convenient to the FE numerical analysis for the pseudo-hyperbolic integral-differential equation and pseudo-parabolic integral-differential equation. In the next section, we apply the SV projection to simplify the FE analysis for problem (1.1).

## 3 The FE Analysis

Define the continuous-time finite element scheme: finding $U(t) \in \mu$, such that

$$
\begin{align*}
& \left(q(U) U_{t t}, v\right)+\left(a(U) \nabla U_{t}+b(U) \nabla U+\int_{0}^{t} c(U(\tau)) \nabla U(\tau) d \tau, \nabla v\right) \\
& =(f(U), v)+<g(U), v>\quad \forall v \in \mu, t \in J  \tag{3.1}\\
& U=\Phi_{h}, \quad U_{t}=\Psi_{h}, \quad t=0
\end{align*}
$$

where $\Psi_{h}$ is an approximation of $\Psi$ in $\mu, c(U(\tau))=c(t, \tau, x, U(x, \tau))$, and $q(U)=q(x, t, U)$.

Theorem 3.1 Under conditions $\left(P_{1}\right),\left(P_{2}\right), k \geq d / 2$, and $\frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega)$, $j=0,1,2$, for scheme (3.1), then

$$
\begin{aligned}
& \left\|U_{t}-u_{t}\right\|_{L^{\infty}\left(L^{2}\right)}+\|U-u\|_{L^{\infty}\left(L^{2}\right)} \\
& +h\left[\left\|U_{t}-u_{t}\right\|_{L^{2}\left(H^{1}\right)}+\|U-u\|_{L^{\infty}\left(H^{1}\right)}\right]=O\left(h^{k+1}\right) .
\end{aligned}
$$

Proof: Let $\xi=U-\tilde{u}$. Then $U-u=\xi-\eta$. Manipulation of (1.1), (3.1), and (2.1) leads to the error equation

$$
\begin{align*}
& \left(q(U) \xi_{t t}, v\right)+\left(a(U) \nabla \xi_{t}+b(U) \nabla \xi\right. \\
& \left.+\int_{0}^{t} c(U(\tau)) \nabla \xi(\tau) d \tau, \nabla v\right)=\left([q(u)-q(U)] u_{t t}\right. \\
& \left.+q(U) \eta_{t t}+[f(U)-f(u)]-\lambda \eta_{t}, v\right) \\
& +\left([a(u)-a(U)] \nabla \tilde{u}_{t}+[b(u)-b(U)] \nabla \tilde{u}+\int_{0}^{t}[c(u(\tau))\right.  \tag{3.2}\\
& -c(U(\tau))] \nabla \tilde{u}(\tau) d \tau, \nabla v)+<g(U)-g(\tilde{u}), v>\quad \forall v \in \mu, t \in J, \\
& \xi(0)=0, \xi_{t}(0)=\Psi_{h}-\tilde{u}_{t}(0)
\end{align*}
$$

Let $v=\xi_{t}$ and estimate (3.2) term by term; we see that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(q(U) \xi_{t}, \xi_{t}\right)+\left(a_{*}-\epsilon\right)\left\|\nabla \xi_{t}\right\|^{2} \leq K\left[\|\eta\|^{2}+\left\|\eta_{t}\right\|^{2}+\left\|\eta_{t t}\right\|^{2}\right. \\
& \left.+\int_{0}^{t}\|\eta(\tau)\|^{2} d \tau\right]+K\left[\|\xi\|_{1}^{2}+\left\|\xi_{t}\right\|^{2}+\int_{0}^{t}\|\xi(\tau)\|_{1}^{2} d \tau\right]+\epsilon\left\|\xi_{t}\right\|_{1}^{2}
\end{aligned}
$$

Integrating this inequality for $t$ from 0 to $s, 0 \leq s \leq T$, and using Gronwall's lemma, we obtain Theorem 3.1.

Divide $[0, T]$ into $M$ equal intervals, and let $\Delta t=T / M, t_{l}=l \Delta t, t_{l+\frac{1}{2}}=$ $\left(1+\frac{1}{2}\right) \Delta t, \phi^{l}=\phi\left(t_{l}\right), d_{t} \phi^{l}=\frac{1}{\Delta t}\left(\phi^{l+1}-\phi^{l}\right), \partial_{t} \phi^{l}=\frac{1}{2 \Delta t}\left(\phi^{l+1}-\phi^{l-1}\right)$, $\partial_{t t} \phi^{l}=\frac{1}{(\Delta t)^{2}}\left(\phi^{l+1}-2 \phi^{l}+\phi^{l-1}\right), \phi^{l+\frac{1}{2}}=\frac{1}{2}\left(\phi^{l+1}+\phi^{l}\right)$, and $\bar{\phi}^{l}=\frac{1}{2}\left(\phi^{l+1}+\phi^{l-1}\right)$. We have

$$
\int_{t_{l}}^{t_{l+1}} \phi(\tau) \psi(\tau) d \tau=\Delta t \phi\left(t_{l+\frac{1}{2}}\right) \psi^{l+\frac{1}{2}}+\varepsilon_{l}(\phi, \psi)
$$

A discrete-time finite element scheme can be defined: Find $U^{n+1} \in \mu$ such that

$$
\begin{align*}
& \left(q^{n}(U) \partial_{t t} U^{n}, v\right)+\left(a^{n}(U) \nabla \partial_{t} U^{n}+b^{n}(U) \nabla U^{n}+\Delta t \sum_{l=0}^{n-1} c_{n l}(U) \nabla U^{l+\frac{1}{2}}, \nabla v\right) \\
& =\left(f^{n}(U), v\right)+\left\langle g^{n}(U), v\right\rangle \quad \forall v \in \mu, n=1,2, \ldots, \tag{3.3}
\end{align*}
$$

where $c_{n l}(U)=c\left(t_{n}, t_{l+\frac{1}{2}}, x, U^{l+\frac{1}{2}}\right)$ and $q^{n}(U)=q\left(x, t_{n}, U^{n}\right)$. Let $\xi^{n}=$ $U^{n}-\tilde{u}^{n}$. Then $U^{n}-u^{n}=\xi^{n}-\eta^{n}$; we have such an approximation result.

Theorem 3.2 Under conditions $\left(P_{1}\right),\left(P_{2}\right), k \geq d / 2, \frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=$ $0, \ldots, 4$, and

$$
\begin{equation*}
\left\|d_{t} \xi^{0}\right\|_{1}+\left\|\xi^{0}\right\|_{1}=O\left(h^{k+1}+(\Delta t)^{2}\right) \tag{3.4}
\end{equation*}
$$

for scheme (3.3), then,

$$
\begin{aligned}
& \left\|\partial_{t t}(U-u)\right\|_{L^{2}\left(L^{2}\right)}+\left\|d_{t}(U-u)\right\|_{L^{\infty}\left(L^{2}\right)}+\|U-u\|_{L^{\infty}\left(L^{2}\right)} \\
& +h\left[\left\|d_{t}(U-u)\right\|_{L^{\infty}\left(H^{1}\right)}+\|U-u\|_{L^{\infty}\left(H^{1}\right)}\right]=O\left(h^{k+1}+(\Delta t)^{2}\right) .
\end{aligned}
$$

Proof: We see from (1.1), (3.3), and (2.1) that $\xi$ satisfies that, for $n \geq 1$ and $\forall v \in \mu$,

$$
\begin{align*}
& \sum_{i=1}^{2} L_{i}^{n}=\left(q^{n}(U) \partial_{t t} \xi^{n}, v\right)+\left(a^{n}(U) \nabla \partial_{t} \xi^{n}, \nabla v\right) \\
& =\left(\left[q^{n}(u)-q^{n}(U)\right] u_{t t}+q^{n}(U)\left[\left(u_{t t}^{n}-\partial_{t t} u^{n}\right)+\partial_{t t} \eta^{n}\right]\right. \\
& \left.+\left[f^{n}(u)-f^{n}(U)\right]-\lambda \eta_{t}^{n}, v\right) \\
& +\left(\left[a^{n}(u)-a^{n}(U)\right] \nabla \tilde{u}_{t}^{n}+a^{n}(U)\left(\nabla \tilde{u}_{t}^{n}-\nabla \partial_{t} \tilde{u}^{n}\right), \nabla v\right)  \tag{3.5}\\
& -\left(b^{n}(U) \nabla \xi^{n}-\left[b^{n}(u)-b^{n}(U)\right] \nabla \tilde{u}^{n}, \nabla v\right) \\
& -\left(\Delta t \sum_{l=0}^{n-1} c_{n l}(U) \nabla \xi^{l+\frac{1}{2}}+\Delta t \sum_{l=0}^{n-1}\left[\hat{c}_{n l}(u)-c_{n l}(U)\right] \nabla \tilde{u}^{l+\frac{1}{2}}\right. \\
& \left.-\left.\sum_{l=0}^{n-1} \varepsilon_{l}(c, \nabla \tilde{u})\right|_{t=t_{n}}, \nabla v\right)+<g^{n}(U)-g^{n}(\tilde{u}), v>=\sum_{i=1}^{5} R_{i}^{n}
\end{align*}
$$

where $\hat{c}_{n l}(u)=c\left(t_{n}, t_{l+\frac{1}{2}}, x, u\left(x, t_{l+\frac{1}{2}}\right)\right)$. Setting $v=\partial_{t t} \xi^{n}$ in (3.5), we see that

$$
\begin{align*}
& 2 \Delta t \sum_{n=1}^{N-1} L_{2}^{n} \geq a_{*}\left\|\nabla d_{t} \xi^{N-1}\right\|^{2}-K\left\|\nabla d_{t} \xi^{0}\right\|^{2}  \tag{3.6}\\
& -K \Delta t \sum_{n=0}^{N-2}\left(1+h^{-\frac{d}{2}}\left\|d_{t} \xi^{n}\right\|\right)\left\|\nabla d_{t} \xi^{n}\right\|^{2}
\end{align*}
$$

and

$$
\begin{align*}
& 2 \Delta t \sum_{n=1}^{N-1} \sum_{i=2}^{5} R_{i}^{n} \leq K\left[\left\|\xi^{N-1}\right\|_{1}^{2}+\left\|\xi^{1}\right\|_{1}^{2}+\left\|d_{t} \xi^{0}\right\|_{1}^{2}\right. \\
& \left.+\|\eta\|_{L^{\infty}\left(L^{2}\right)}^{2}+\left\|\eta_{t}\right\|_{L^{2}\left(L^{2}\right)}^{2}+(\Delta t)^{4}\right]+\epsilon\left\|d_{t} \xi^{N-1}\right\|_{1}^{2}  \tag{3.7}\\
& +K \Delta t \sum_{n=1}^{N-2}\left[\left\|d_{t} \xi^{n}\right\|_{1}^{2}+\left(1+h^{-\frac{d}{2}}\left\|d_{t} \xi^{n}\right\|\right)\left\|\nabla d_{t} \xi^{n}\right\|^{2}\right]+\sum_{n=1}^{N-1}\left\|\xi^{n}\right\|_{1}^{2}
\end{align*}
$$

where $\partial_{t t} \xi^{n}=\frac{1}{\Delta t}\left(d_{t} \xi^{n}-d_{t} \xi^{n-1}\right)$ and $\sum_{n=1}^{N-1}\left(\phi^{n}, \psi^{n}-\psi^{n-1}\right)=\left(\phi^{N-1}, \psi^{N-1}\right)-$ $\left(\phi^{1}, \psi^{0}\right)+\sum_{n=1}^{N-2}\left(\phi^{n}-\phi^{n+1}, \psi^{n}\right)$ have been used to accomplish the steps of (3.7). It is easy to estimate other terms. Applying these relations to (3.5) and using $\left\|\xi^{n}\right\|_{1}^{2} \leq K\left\|\xi^{0}\right\|_{1}^{2}+K \Delta t \sum_{l=0}^{n-1}\left\|d_{t} \xi^{l}\right\|_{1}^{2}$ and $\left\|d_{t} \xi^{N-1}\right\|^{2} \leq K\left\|d_{t} \xi^{0}\right\|^{2}$ $+K \Delta t \sum_{n=0}^{N-1}\left\|d_{t} \xi^{n}\right\|^{2}+\epsilon \Delta t \sum_{n=1}^{N-1}\left\|\partial_{t t} \xi^{n}\right\|^{2}$, we obtain, for $N \geq 3$,

$$
\begin{align*}
& \Delta t \sum_{n=1}^{N-1}\left\|\partial_{t t} \xi^{n}\right\|^{2}+\left\|d_{t} \xi^{N-1}\right\|_{1}^{2} \leq K\left[\left\|d_{t} \xi^{0}\right\|_{1}^{2}+\left\|\xi^{0}\right\|_{1}^{2}\right. \\
& \left.+(\Delta t)^{4}+\|\eta\|_{L^{\infty}\left(L^{2}\right)}^{2}+\left\|\eta_{t}\right\|_{L^{2}\left(L^{2}\right)}^{2}+\left\|\eta_{t t}\right\|_{L^{2}\left(L^{2}\right)}^{2}\right]  \tag{3.8}\\
& +K_{2} \Delta t \sum_{n=0}^{N-2}\left\|d_{t} \xi^{n}\right\|_{1}^{2}+K_{3} \Delta t \sum_{n=0}^{N-2}\left(1+h^{-\frac{d}{2}}\left\|d_{t} \xi^{n}\right\|\right)\left\|\nabla d_{t} \xi^{n}\right\|^{2} .
\end{align*}
$$

For $N=2$, we obtain (3.8) by estimating $R_{i}^{n}(i=2, \ldots, 5)$ directly. Under condition (3.4), the first term on the right side of (3.8) is less than $K_{1}\left[h^{2 k+2}\right.$ $\left.+(\Delta t)^{4}\right]$. We obtain Theorem 3.2 using an induction hypothesis procedure, together with Lemmas 2.2 and 2.3.

Letting $v=\partial_{t t} U^{n}$ in (3.3), we have the stability result.
Theorem 3.3 Under the conditions of Theorem 3.2 for scheme (3.3), $N \geq$ 2 , then

$$
\begin{align*}
& \Delta t \sum_{n=1}^{N-1}\left\|\partial_{t t} U^{n}\right\|^{2}+\left\|d_{t} U^{N-1}\right\|_{1}^{2}+\left\|U^{N}\right\|_{1}^{2} \\
& \leq K\left[\left\|d_{t} U^{0}\right\|_{1}^{2}+\left\|U^{0}\right\|_{1}^{2}+\Delta t \sum_{n=1}^{N-1}\left\|f^{n}(U)\right\|^{2}\right.  \tag{3.9}\\
& \left.+\Delta t \sum_{n=1}^{N-1}\left|d_{t} g^{n-1}(U)\right|_{L^{2}(\partial \Omega)}^{2}+\left|g^{N-1}(U)\right|_{L^{2}(\partial \Omega)}^{2}+\left|g^{0}(U)\right|_{L^{2}(\partial \Omega)}^{2}\right]
\end{align*}
$$

Another time-discrete finite element scheme is defined: Find $U^{n+1}, W^{n+1}$ $\in \mu$ such that

$$
\begin{align*}
& \left(q^{n}(U) \partial_{t} W^{n}, v\right)+\left(a^{n}(U) \nabla \bar{W}^{n}+b^{n}(U) \nabla U^{n}+\Delta t \sum_{l=0}^{n-1} c_{n l}(U) \nabla U^{l+\frac{1}{2}}, \nabla v\right) \\
& =\left(f^{n}(U), v\right)+<g^{n}(U), v>\quad \forall v \in \mu, n=1,2, \ldots \\
& d_{t} U^{n}=W^{n+\frac{1}{2}}, \quad n=0,1,2, \ldots \tag{3.10}
\end{align*}
$$

Denote $w=u_{t}, \tilde{w}=\tilde{u}_{t}, \rho=w-\tilde{w}$, and $\theta^{n}=W^{n}-\tilde{w}^{n}$. Then we have
Theorem 3.4 Under conditions $\left(P_{1}\right),\left(P_{2}\right), k \geq d / 2, \frac{\partial^{j} u}{\partial t^{j}} \in H^{k+1}(\Omega), j=$ $0, \ldots, 4$, and

$$
\begin{equation*}
\left\|\theta^{0}\right\|_{1}+\left\|\theta^{1}\right\|_{1}+\left\|\xi^{0}\right\|_{1}=O\left(h^{k+1}+(\Delta t)^{2}\right) \tag{3.11}
\end{equation*}
$$

for scheme (3.10), then

$$
\begin{aligned}
& \left\|\partial_{t}(W-w)\right\|_{L^{2}\left(L^{2}\right)}+\|W-w\|_{L^{\infty}\left(L^{2}\right)}+\|U-u\|_{L^{\infty}\left(L^{2}\right)} \\
& +h\left[\|W-w\|_{L^{\infty}\left(H^{1}\right)}+\|U-u\|_{L^{\infty}\left(H^{1}\right)}\right]=O\left(h^{k+1}+(\Delta t)^{2}\right) .
\end{aligned}
$$

Proof: By (1.1), (3.10), and (2.1), we have the error equation

$$
\begin{align*}
& \left(q^{n}(U) \partial_{t} \theta^{n}, v\right)+\left(a^{n}(U) \nabla \bar{\theta}^{n}, \nabla v\right)=\left(\left[q^{n}(u)-q^{n}(U)\right] w_{t}\right. \\
& \left.+q^{n}(U)\left[\left(w_{t}^{n}-\partial_{t} w^{n}\right)+\partial_{t} \rho^{n}\right]+\left[f^{n}(u)-f^{n}(U)\right]-\lambda \eta_{t}^{n}, v\right)  \tag{3.12}\\
& +\left(\left[a^{n}(u)-a^{n}(U)\right] \nabla \tilde{w}^{n}+a^{n}(U)\left(\nabla \tilde{w}^{n}-\nabla \overline{\tilde{w}}^{n}\right), \nabla v\right)+\sum_{i=3}^{5} R_{i}^{n},
\end{align*}
$$

where $R_{i}^{n}(i=3,4,5)$ follows the form in (3.5). Setting $v=\partial_{t} \theta^{n}=\left(\theta^{n+\frac{1}{2}}-\right.$ $\left.\theta^{n-\frac{1}{2}}\right) / \Delta t$ in (3.12) and estimating the terms in a similar way as that for Theorem 3.2, we obtain

$$
\begin{aligned}
& \Delta t\left\|\partial_{t} \theta^{1}\right\|^{2}+\left\|\theta^{2}\right\|_{1}^{2} \leq K\left[\left\|\theta^{0}\right\|_{1}^{2}+\Delta t\left\|\theta^{1}\right\|_{1}^{2}+\left\|\xi^{0}\right\|_{1}^{2}+\Delta t h^{2 k+2}+(\Delta t)^{4}\right] \\
& \Delta t \sum_{n=1}^{N-1}\left\|\partial_{t} \theta^{n}\right\|^{2}+\left\|\theta^{N}\right\|_{1}^{2}+\left\|\theta^{N-1}\right\|_{1}^{2} \leq K\left[\left\|\theta^{0}\right\|_{1}^{2}+\left\|\theta^{1}\right\|_{1}^{2}+\left\|\xi^{0}\right\|_{1}^{2}\right. \\
& \left.+(\Delta t)^{4}+\|\eta\|_{L^{\infty}\left(L^{2}\right)}^{2}+\left\|\eta_{t}\right\|_{L^{2}\left(L^{2}\right)}^{2}+\left\|\rho_{t}\right\|_{L^{2}\left(L^{2}\right)}^{2}\right]+K_{2} \Delta t \sum_{n=1}^{N-1}\left\|\theta^{n}\right\|_{1}^{2} \\
& +K_{3} \Delta t \sum_{n=2}^{N-1}\left[1+h^{-\frac{d}{2}}\left(\left\|\theta^{n-\frac{1}{2}}\right\|+\left\|\theta^{n-\frac{3}{2}}\right\|\right)\right]\left(\left\|\theta^{n}\right\|_{1}^{2}+\left\|\theta^{n-1}\right\|_{1}^{2}\right), N \geq 3
\end{aligned}
$$

With an analogous inductive hypothesis reasoning procedure to Theorem 3.2, Theorem 3.4 can be proved.

Theorem 3.5 Under the conditions of Theorem 3.4 for scheme (3.10), $N \geq$ 2 , then

$$
\begin{aligned}
& \Delta t \sum_{n=1}^{N-1}\left\|\partial_{t} W^{n}\right\|^{2}+\left\|W^{N}\right\|_{1}^{2}+\left\|W^{N-1}\right\|_{1}^{2}+\left\|U^{N}\right\|_{1}^{2}+\left\|U^{N-1}\right\|_{1}^{2} \\
& \leq K\left[\left\|W^{0}\right\|_{1}^{2}+\left\|W^{1}\right\|_{1}^{2}+\left\|U^{0}\right\|_{1}^{2}+\Delta t \sum_{n=1}^{N-1}\left\|f^{n}(U)\right\|^{2}\right. \\
& \left.+\Delta t \sum_{n=1}^{N-1}\left|d_{t} g^{n-1}(U)\right|_{L^{2}(\partial \Omega)}^{2}+\left|g^{N-1}(U)\right|_{L^{2}(\partial \Omega)}^{2}+\left|g^{0}(U)\right|_{L^{2}(\partial \Omega)}^{2}\right] .
\end{aligned}
$$

From all above results, we see that the FE schemes proposed in this paper are all uniquely resolvable and have optimal $H^{1}$ and $L^{2}$ convergent properties to the original problem.

Remark 1. In the theorems in $\S 3$, we assumed $k \geq d / 2$, which is needed in Lemma 2.4. However, in the case of semilinear equations, e.g., $a=a(x, t)$, $b=b(x, t)$, and $c=c(t, \tau, x)$, since Lemma 2.4 is no longer necessary in the numerical analysis, this restriction on $k$ can be removed.

Remark 2. In almost all of the lemmas and theorems in this paper, we used conditions $\left(P_{1}\right)$ and ( $P_{2}$ ). Practically, these assumptions are not difficult to satisfy, for example, provided that $\Phi \in H^{k+1}(\Omega)$ and $\Phi_{h}$ is given by

$$
\left(\nabla\left(\Phi-\Phi_{h}\right), \nabla v\right)+\left(\Phi-\Phi_{h}, v\right)=0, \quad \forall v \in \mu
$$

It is trivial that $\left(P_{1}\right)$ and $\left(P_{2}\right)$ are available 3].
Remark 3. The idea in this paper can be used to a more generalized case, e.g., when the $\nabla \cdot\left(a \nabla u_{t}+b \nabla u+\int_{0}^{t} c \nabla u(\tau) d \tau\right)$ term in equation (1.1)
takes a more generic form $\sum_{i, j=1}^{d} \frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial u_{t}}{\partial x_{j}}+b_{i j} \frac{\partial u}{\partial x_{j}}+\int_{0}^{t} c_{i j} \frac{\partial u(\tau)}{\partial x_{j}} d \tau\right)$, where $a_{i j}=a_{i j}(x, t, u), b_{i j}=b_{i j}(x, t, u), c_{i j}=c_{i j}(t, \tau, x, u(x, \tau))$, and $A=\left(a_{i j}\right)$ is a $d \times d$ symmetric and positive-defined matrix. We can present similar schemes and obtain similar conclusions as we have done here.
Acknowledgments. The author thanks Professor Yirang Yuan for his helpful suggestions, and Professors Longjun Shen and Xijun Yu for their warmly encouragement.
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# A CFL-Free Explicit Scheme with Compression for Linear Hyperbolic Equations 

Ronald A. DeVore Hong Wang Jiang-Guo Liu Hong Xu


#### Abstract

We develop an unconditionally stable, explicit numerical scheme for linear hyperbolic equations, which arises as an advection-reaction equation in porous medium flows. The derived scheme generates accurate numerical solutions even if large time steps are used, and conserves mass. Furthermore, this scheme has the capability of performing adaptive compression while maintaining the accuracy of the compressed solution and mass conservation. Numerical results show the strong potential of the method.
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## 1 Introduction

Hyperbolic partial differential equations describe the displacement of oil by injected fluid in petroleum recovery, the subsurface contaminant transport and remediation, aerodynamics, and many other applications. Because of the moving steep fronts present in their solutions, the numerical treatment of these equations often presents severe difficulties. In late 1920's, Courant, Friedrichs, and Lewy proved the famous result that there are no explicit, unconditionally stable, consistent finite difference schemes for hyperbolic partial differential equations [2]. Consequently, most numerical methods developed for hyperbolic equations are explicit but subject to the well-known Courant-Friedrichs-Lewy (CFL) condition. Very small time steps often have to be used in numerical simulations to meet the stability requirement of the numerical methods. Implicit methods could be unconditionally stable, but an algebraic system must be solved at each time step in order to obtain numerical solutions.

In this paper we develop an unconditionally stable, explicit numerical scheme for linear hyperbolic equations. The derived scheme generates accurate numerical solutions even if large time steps are used, and conserves mass. Furthermore, this scheme has the capability of carrying out adaptive compression while maintaining the accuracy of the numerical solution and mass conservation. Computational results are presented to show the strong potential of the method developed.

## 2 A Reference Equation

We consider the initial-value problem for the linear hyperbolic equation

$$
\begin{align*}
u_{t}+\nabla \cdot(\mathbf{v} u)+K u & =f(\mathbf{x}, t), & (\mathbf{x}, t) & \in \mathbb{R}^{d} \times(0, T], \\
u(\mathbf{x}, 0) & =u_{0}(\mathbf{x}), & \mathbf{x} & \in \mathbb{R}^{d}, \tag{2.1}
\end{align*}
$$

where $\mathbf{v}(\mathbf{x}, t):=\left(V_{1}(\mathbf{x}, t), V_{2}(\mathbf{x}, t), \ldots, V_{d}(\mathbf{x}, t)\right)$ is a fluid velocity field, $K(\mathbf{x}, t)$ is a first-order reaction coefficient, $f(\mathbf{x}, t)$ is a given source function, $u(\mathbf{x}, t)$ is the unknown function, and $u_{0}(\mathbf{x})$ is a given initial condition. $\mathbf{x}:=\left(x_{1}, \ldots, x_{d}\right)$, $u_{t}:=\frac{\partial u}{\partial t}, \nabla:=\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}, \ldots, \frac{\partial}{\partial x_{d}}\right)$. We assume that $u_{0}(\mathbf{x})$ and $f(\mathbf{x}, t)$ have compact support, so the exact solution $u(\mathbf{x}, t)$ also has compact support for any finite time $t>0$.

We define a uniform partition on the temporal interval $[0, T]$ by $t_{n}:=n \Delta t$ with $\Delta t=T / N$. If we choose the test functions $w(\mathbf{x}, t)$ to be of compact support in space, to vanish outside the interval $\left(t_{n-1}, t_{n}\right]$, and to be discontinuous in time at time $t_{n-1}$, the weak formulation for Eq. (2.1) is

$$
\begin{gather*}
\int_{\mathbb{R}^{d}} u\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x}-\int_{t_{n-1}}^{t_{n}} \int_{\mathbb{R}^{d}} u\left(w_{t}+\mathbf{v} \cdot \nabla w-K w\right)(\mathbf{x}, t) d \mathbf{x} d t \\
\quad=\int_{\mathbb{R}^{d}} u\left(\mathbf{x}, t_{n-1}\right) w\left(\mathbf{x}, t_{n-1}^{+}\right) d \mathbf{x}+\int_{t_{n-1}}^{t_{n}} \int_{\mathbb{R}^{d}} f(\mathbf{x}, t) w(\mathbf{x}, t) d \mathbf{x} d t \tag{2.2}
\end{gather*}
$$

where $w\left(\mathbf{x}, t_{n-1}^{+}\right):=\lim _{t \rightarrow t_{n-1}^{+}} w(\mathbf{x}, t)$ takes into account the fact that $w(\mathbf{x}, t)$ is discontinuous in time at time $t_{n-1}$.

Motivated by the ELLAM framework of Celia et al [1], the test functions $w$ in Eq. (2.2) are chosen from the solution space of the adjoint equation of Eq. (2.1). Let $\mathbf{y}=\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t})$, with $\bar{t} \in\left[t_{n-1}, t_{n}\right]$, be the characteristic determined by

$$
\begin{equation*}
\frac{d \mathbf{y}}{d \theta}=\mathbf{v}(\mathbf{y}, \theta), \quad \text { with }\left.\quad \mathbf{y}\right|_{\theta=\bar{t}}=\overline{\mathbf{x}} . \tag{2.3}
\end{equation*}
$$

Then the adjoint equation of Eq. (2.1) is rewritten as

$$
\begin{align*}
-\frac{d}{d \theta} w(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta)+K(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta) w(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta) & =0  \tag{2.4}\\
\left.w(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta)\right|_{\theta=\bar{t}} & =w(\overline{\mathbf{x}}, \bar{t})
\end{align*}
$$

leading to the following expression for $w$

$$
\begin{equation*}
w(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta)=w(\overline{\mathbf{x}}, \bar{t}) e^{-\int_{\theta}^{\bar{t}} K(\mathbf{r}(\gamma ; \overline{\mathbf{x}}, \bar{t}), \gamma) d \gamma} \tag{2.5}
\end{equation*}
$$

Therefore, once the test functions $w\left(\mathbf{x}, t_{n}\right)$ are specified at time $t_{n}$, they are determined completely and in fact vary exponentially along the characteristic $\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$ for $\theta \in\left[t_{n-1}, t_{n}\right]$.

To avoid confusion in the derivation, we replace the dummy variables $\mathbf{x}$ and $t$ in the second term on the right-hand side of Eq. (2.2) by $\mathbf{y}$ and $\theta$. For any $\mathbf{y} \in \mathbb{R}^{d}$, there exists an $\mathbf{x} \in \mathbb{R}^{d}$ such that $\mathbf{y}=\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$. We obtain

$$
\begin{align*}
& \int_{t_{n-1}}^{t_{n}} \int_{\mathbb{R}^{d}} f(\mathbf{y}, \theta) w(\mathbf{y}, \theta) d \mathbf{y} d \theta \\
& \quad=\int_{\mathbb{R}^{d}} \int_{t_{n-1}}^{t_{n}} f\left(\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right), \theta\right) w\left(\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right), \theta\right)\left|\frac{\partial \mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)}{\partial \mathbf{x}}\right| d \theta d \mathbf{x} \\
& \quad=\int_{\mathbb{R}^{d}} F\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right)\left[\int_{t_{n-1}}^{t_{n}} e^{-K\left(\mathbf{x}, t_{n}\right)\left(t_{n}-\theta\right)} d \theta\right] d \mathbf{x}+E_{1}(f, w)  \tag{2.6}\\
& \quad=\int_{\mathbb{R}^{d}} \Lambda\left(\mathbf{x}, t_{n}\right) f\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x}+E_{1}(f, w)
\end{align*}
$$

Here $\Lambda\left(x, t_{n}\right)=\left(1-e^{-K\left(\mathbf{x}, t_{n}\right) \Delta t}\right) / K\left(\mathbf{x}, t_{n}\right)$ if $K\left(\mathbf{x}, t_{n}\right) \neq 0$, or $\Delta t$ otherwise. $E_{1}(f, w)$ is the local truncation error.

Incorporating Eq. (2.6) into Eq. (2.2), we obtain a reference equation

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} u\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x} \\
& \quad=\int_{\mathbb{R}^{d}} u\left(\mathbf{x}, t_{n-1}\right) w\left(\mathbf{x}, t_{n-1}^{+}\right) d \mathbf{x}+\int_{\mathbb{R}^{d}} \Lambda\left(\mathbf{x}, t_{n}\right)(f w)\left(\mathbf{x}, t_{n}\right) d \mathbf{x}+E(w), \tag{2.7}
\end{align*}
$$

where $E(w)=\int_{t_{n-1}}^{t_{n}} \int_{\mathbb{R}^{d}} u\left[w_{t}+\mathbf{v} \cdot \nabla w-K w\right](\mathbf{x}, t) d \mathbf{x} d t+E_{1}(f, w)$.

## 3 Multiresolution and Wavelet Decomposition

To develop a numerical scheme based on the reference equation (2.7), we need to define the trial and test functions at time $t_{n}$. To do so, we recall the notions of multiresolution analysis and wavelet decompositions.

In the standard Fourier analysis, $L^{2}$-functions are represented by linear combinations of sines and cosines. In 1910, Haar studied the representation of $L^{2}$-functions by step functions taking values $\pm 1$ [5]. In the 1980's, these ideas were explored and developed further into the theory of wavelets. The first wavelets were introduced in early 1980's by Stromberg [10] and Morlet et al [8]. One of the best ways of constructing wavelets is multiresolution analysis. This approach began in image-processing [9, 11 and was introduced into mathematics by Mallat [6]. Multiresolution analysis was used by Daubechies [3 to construct compactly supported orthogonal wavelets with arbitrary smoothness, which include the Haar wavelets as the simplest case.

Definition A sequence of closed subspaces $\left\{\mathcal{V}_{j}\right\}_{j \in \mathbf{Z}}(\mathbb{Z}$-the set of all integers) of $L^{2}(\mathbb{R})$ is a Multiresolution Analysis if
(a) these spaces are nested: $\mathcal{V}_{j} \subset \mathcal{V}_{j+1}$ for $\forall j \in \mathbb{Z}$;
(b) these spaces are dense in $L^{2}(\mathbb{R}): \bar{\cup}_{j \in \mathbf{Z}} \mathcal{V}_{j}=L^{2}(\mathbb{R})$ and $\cap_{j \in \mathbf{Z}} \mathcal{V}_{j}=\emptyset$;
(c) $\mathcal{V}_{0}$ is invariant under integer shifts: $f(\cdot) \in \mathcal{V}_{0} \Longrightarrow f(\cdot-k) \in \mathcal{V}_{0}, \forall k \in \mathbb{Z}$;
(d) $\mathcal{V}_{j}$ is obtained from $\mathcal{V}_{0}$ by dilation: $f(\cdot) \in \mathcal{V}_{j} \Longleftrightarrow f\left(2^{-j}\right) \in \mathcal{V}_{0}, \forall j \in \mathbb{Z}$;
(e) $\mathcal{V}_{0}$ is generated by a single (the so-called scaling) $\phi$ and its translates: $\left\{\phi_{0, k}: k \in \mathbb{Z}\right\}$ is an orthonormal basis in $\mathcal{V}_{0}$, where

$$
\begin{equation*}
\phi_{j, k}(x):=2^{j / 2} \phi\left(2^{j} x-k\right), \quad j, k \in \mathbb{Z} \tag{3.1}
\end{equation*}
$$

The conditions (d) and (e) in the definition implies that the family $\left\{\phi_{j, k}\right.$ : $k \in \mathbb{Z}\}$ forms an orthonormal basis for $\mathcal{V}_{j}$. Let $\mathcal{P}_{j}: L^{2}(\mathbb{R}) \longrightarrow \mathcal{V}_{j}$ be the orthogonal projection operator, then the conditions (a) and (b) in the definition concludes that for any $f \in L^{2}(\mathbb{R})$

$$
\begin{equation*}
\lim _{j \rightarrow+\infty}\left\|\mathcal{P}_{j} f-f\right\|_{L^{2}(\mathbb{R})}=0 \tag{3.2}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\mathcal{P}_{j} f=\sum_{k \in \mathbf{Z}}\left(f, \phi_{j, k}\right) \phi_{j, k} \longrightarrow f, \quad \text { as } \quad j \rightarrow+\infty \tag{3.3}
\end{equation*}
$$

Let $\mathcal{W}_{j-1}$ be the orthogonal complement of $\mathcal{V}_{j-1}$ in $\mathcal{V}_{j}$

$$
\begin{align*}
\mathcal{V}_{j} & =\mathcal{V}_{j-1} \oplus \mathcal{W}_{j-1}=\ldots  \tag{3.4}\\
& =\mathcal{V}_{J} \oplus \mathcal{W}_{J} \oplus \mathcal{W}_{J+1} \oplus \ldots \oplus \mathcal{W}_{j-1}, \quad \text { for } \quad j>J
\end{align*}
$$

Then, if $f \in L^{2}(\mathbb{R})$, the telescoping sum

$$
\begin{equation*}
\mathcal{P}_{j} f=\mathcal{P}_{J} f+\sum_{i=J}^{j-1}\left(\mathcal{P}_{i+1} f-\mathcal{P}_{i} f\right) \tag{3.5}
\end{equation*}
$$

represents $\mathcal{P}_{j} f \in \mathcal{V}_{j}$ as an element of $\mathcal{V}_{J} \oplus \mathcal{W}_{J} \oplus \mathcal{W}_{J+1} \oplus \ldots \oplus \mathcal{W}_{j-1}$. By (3.2), Eq. (3.5) provides an approach of approximating arbitrary $L^{2}$-functions by sequences of functions from $\mathcal{V}_{J}$ and $\mathcal{W}_{i}$ for $J \leq j<+\infty$. More importantly, the spaces $\mathcal{W}_{j}$ can be generated by a single (the so-called wavelet) function $\psi$. In other words, $\psi$ and its integer translates $\psi_{0, k}$, with $\psi_{j, k}$ being defined by

$$
\begin{equation*}
\psi_{j, k}(x):=2^{j / 2} \psi\left(2^{j} x-k\right), \quad j, k \in \mathbb{Z}, \tag{3.6}
\end{equation*}
$$

constitute an orthonormal basis for $\mathcal{W}_{0}$. For each fixed $j$, the $\psi_{j, k}(k \in \mathbb{Z})$ form an orthogonal basis for $\mathcal{W}_{j}$.

## 4 A CFL-Free Explicit Scheme with Conservative Compression

In this section we develop a CFL-free, explicit scheme for the initial-value problem (2.1). We define the finite-dimensional space $\mathcal{S}_{j}\left(\mathbb{R}^{d}\right)$ to be the tensor product of the one-dimensional space $\mathcal{V}_{j}$

$$
\begin{equation*}
\mathcal{S}_{j}\left(\mathbb{R}^{d}\right):=\left(\mathcal{V}_{j}(\mathbb{R})\right)^{d}=\operatorname{span}\left\{\Phi_{j, \mathbf{k}}(\mathbf{x})\right\}_{\mathbf{k}=\left(k_{1}, k_{2}, \ldots, k_{d}\right) \in \mathbf{Z}^{d}} \tag{4.1}
\end{equation*}
$$

where $\Phi_{j, \mathbf{k}}(\mathbf{x}):=\phi_{j, k_{1}}\left(x_{1}\right) \phi_{j, k_{2}}\left(x_{2}\right) \ldots \phi_{j, k_{d}}\left(x_{d}\right)$ and $\phi_{j, k}(x) \in \mathcal{V}_{j}(\mathbb{R})$ is defined by Eq. (3.1).

With these preparations, we replace the exact solution $u$ in Eq. (2.7) by the trial functions $U\left(\mathbf{x}, t_{n}\right) \in \mathcal{S}_{j}\left(\mathbb{R}^{d}\right)$ and drop the error term $E(w)$ in Eq. (2.7), leading to the following numerical scheme: find $U\left(\mathbf{x}, t_{n}\right) \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ such that

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} U\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x} \\
&=\int_{\mathbb{R}^{d}} U\left(\mathbf{x}, t_{n-1}\right) w\left(\mathbf{x}, t_{n-1}^{+}\right) d \mathbf{x}+\int_{\mathbb{R}^{d}} \Lambda\left(\mathbf{x}, t_{n}\right) f\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x}  \tag{4.2}\\
& \forall w\left(\mathbf{x}, t_{n}\right)=\Phi_{j, \mathbf{k}}(\mathbf{x}) \in \mathcal{S}_{j}\left(\mathbb{R}^{d}\right)
\end{align*}
$$

Although the integrals in Eq. (4.2) are formally defined on the space $\mathbb{R}^{d}$, they are in fact supported locally since the test functions $w\left(\mathbf{x}, t_{n}\right)=\Phi_{j, \mathbf{k}}(\mathbf{x})$ have compact support. Moreover, because the solution $U\left(\mathbf{x}, t_{n-1}\right)$ and $f\left(\mathbf{x}, t_{n}\right)$
have compact support, Eq. (4.2) only needs a finite number of operations at each time level. Thirdly, because the scaling functions $\Phi_{j, \mathbf{k}}(\mathbf{x}), \mathbf{k} \in \mathbb{Z}^{d}$, form an orthonormal system for $\mathcal{S}_{j}\left(\mathbb{R}^{d}\right)$, the scheme (4.2) is explicit. It can be proven that the scheme (4.2) is unconditionally stable.

It is well known that in practice the solutions of linear transport equations are fairly smooth outside some very small (dynamic) regions, where the solutions can develop steep fronts or even shock discontinuities. Therefore, some kind of local refinement or adaptive techniques should be used. Extensive research has been conducted in this regard in the finite difference, finite element, and finite volume methods. In the current context, this can be realized in terms of compression in a very natural way. For example, we can apply a thresholding to the scheme (4.2) to minimize the number of equations that need to be formulated and solved, and so significantly improve the computational efficiency. However, a direct application to the scaling functions $\Phi_{j, \mathbf{k}}$ will introduce mass balance error. In contrast, because of their vanishing moments, applying such a technique to the wavelets does not affect mass balance. Hence, we use the wavelet decomposition (3.4) to choose another basis for the space $\mathcal{V}_{j}(\mathbb{R})$

$$
\begin{equation*}
\mathcal{V}_{j}(\mathbb{R})=\operatorname{span}\left\{\phi_{l, k}^{(\alpha)}(x)\right\}_{k \in \mathbb{Z}, J \leq l \leq j, \alpha=0,1} \tag{4.3}
\end{equation*}
$$

where $\phi_{l, k}^{(0)}(x):=\phi_{l, k}(x)$ and $\phi_{l, k}^{(1)}(x):=\psi_{l, k}(x)$. This leads to another expression for the space $\mathcal{S}_{j}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\mathcal{S}_{j}\left(\mathbb{R}^{d}\right)=\operatorname{span}\left\{\Phi_{l, \mathbf{k}}^{(\boldsymbol{\alpha})}(\mathbf{x})\right\}_{\mathbf{k} \in \mathbf{Z}^{d}, J \leq l \leq j, \boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d}\right) \in\{0,1\}^{d}} \tag{4.4}
\end{equation*}
$$

In this case, the numerical scheme is still defined by Eq. (4.2), but using a different basis for $\mathcal{S}_{j}\left(\mathbb{R}^{d}\right)$. We begin by projecting the initial condition $u_{0}(\mathbf{x})$ onto the space $\mathcal{S}_{j}\left(\mathbb{R}^{d}\right)$ to obtain an approximant $\tilde{U}_{0}\left(\mathbf{x}, t_{0}\right)$. For $n=$ $1,2, \ldots, N$, we apply a thresholding technique to compress $\tilde{U}_{0}\left(\mathbf{x}, t_{n-1}\right)$ to obtain $U\left(\mathbf{x}, t_{n-1}\right)$. Then, using its wavelet expansion as an error indicator, we solve the reduced scheme (4.2) at time step $t_{n}$ with the minimal number of basis functions used to obtain $\tilde{U}\left(\mathbf{x}, t_{n}\right)$. Next, we compress $\tilde{U}\left(\mathbf{x}, t_{n}\right)$ to obtain $U\left(\mathbf{x}, t_{n}\right)$. We continue this process until we reach the final time step $t_{N}=T$.

## 5 Numerical Experiments

In this section we present numerical results to show the potential of the numerical scheme developed in this paper. The spatial domain is $\Omega=(0,5)$, the time interval is $[0, T]=[0,2]$, a velocity field $V=1+0.1 x$ is chosen, $K=f=0$. The initial condition $u_{0}(x)$ is


Figure 1:The initial condition $u_{0}(x)$.

$$
\begin{equation*}
u_{0}(x):=\operatorname{Imp}(x ; 1,2,0.05)-0.2 \operatorname{Tri}(x ; 1.5,0.1) \tag{5.1}
\end{equation*}
$$

with the hat function $\operatorname{Tri}(x ; a, b)$ and the impulse function $\operatorname{Imp}(x ; a, b, c)$ being defined by

$$
\operatorname{Tri}(x ; a, b):= \begin{cases}1+\frac{x-a}{x} & \text { if } a-b \leq x \leq a  \tag{5.2}\\ 1-\frac{x-a}{b} & \text { if } a \leq x \leq a+b \\ 0 & \text { otherwise },\end{cases}
$$

and

$$
\begin{equation*}
\operatorname{Imp}(x ; a, b, c):=\frac{1}{2}\left[\operatorname{erf}\left(\frac{x-1}{0.05}\right)-\operatorname{erf}\left(\frac{x-2}{0.05}\right)\right], \tag{5.3}
\end{equation*}
$$

where the error function $\operatorname{erf}(x):=(2 / \sqrt{\pi}) \int_{0}^{x} e^{-z^{2}} d z$. The initial condition $u_{0}(x)$ is plotted in Figure 1.

In the numerical experiments, we use a time step of $\Delta t=0.4$. The coarse and fine spatial levels are $J=3$ and $j=7$, respectively. This leads to a maximal Courant number of 192. At the final time $T=2$, the $L^{1}$ error of the uncompressed solution is 0.00477 while the $L^{1}$ error of the compressed solution is 0.00515 . The compression ratio is 30.19 . We plot the uncompressed and compressed solutions against the analytical solution in Figure 2.


Figure 2:The analytical, uncompressed, and compressed numerical solutions.
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# Maximizing Cache Memory Usage for Multigrid Algorithms for Applications of Fluid Flow in Porous Media 

Craig C. Douglas<br>MOHAMED ISKANDARANI<br>UlRICH RÜDE<br>Jonathan Hu<br>Markus Kowarschik<br>Christian Weiss


#### Abstract

Computers today rely heavily on good utilization of their cache memory subsystems. Compilers are optimized for business applications, not scientific computing ones, however. Automatic tiling of complex numerical algorithms for solving partial differential equations is simply not provided by compilers. Thus, absolutely terrible cache performance is a common result.

Multigrid algorithms combine several numerical algorithms into a more complicated algorithm. In this paper, an algorithm is derived that allows for data to pass through cache exactly once per multigrid level during a V cycle before the level changes. This is optimal cache usage for large problems that do not fit entirely in cache. The numerical techniques and algorithms discussed in this paper can be easily applied to numerical simulation of fluid flows in porous media.


KEYWORDS: multigrid, cache, threads, sparse matrix, iterative methods, domain decomposition, compiler optimization

## 1 Introduction

Multigrid methods are widely known as the fastest methods for solving elliptic partial differential equations. This belief was derived when computers were designed very differently than today. Accessing one word of data took a set amount of time due to computers having one level of memory.

Since the early 1980's, processors have sped up 5 times faster per year than memory. Multilevel memories, using memory caches were developed to compensate for the uneven speed ups in the hardware. Essentially all computers today, from laptops to distributed memory supercomputers use cache memories to keep the processors busy.


Figure 1: Simple grid with red points marked

By the term cache, we mean a fast memory unit closely coupled to the processor. In the interesting cases, the cache is further divided into a great many cache lines, which hold copies of contiguous locations of main memory. The cache lines may hold data from quite separate parts of main memory.

Tiling is the process of decomposing a computation into smaller blocks and doing all of the computing in each block one at a time. Tiling is an attractive method for improving data locality. In some cases, compilers can do this automatically. However, this is rarely the case for realistic scientific codes. In fact, even for simple examples, manual help from the programmers is, unfortunately, necessary.

Language standards interfere with compiler optimizations. Due to the requirements about loop variable values at any given moment in the computation, compilers are not allowed to fuse nested loops into a single loop. In part, it is due to coding styles that make very high level code optimization (nearly) impossible 11 .

Before transforming the standard Gauss-Seidel algorithms into cache aware versions, let us define two operations for updating the approximate solution on either one or two rows of a grid:
Update( row, color [, direction] )
and
UpdateRedBlack( row, [, direction] )

We implicitly assume that both Update and UpdateRedBlack only compute on rows that actually exist.

The operation Update does a Gauss-Seidel update in each of the columns of a single row in the grid. The color is one of red, black, or all. The direction

| Standard |  | Cache aware |  |
| :--- | :--- | :--- | :--- |
| 1. $\quad$ Do $j=1, N$ | 1. | Update (1, red). |  |
| 1a. Update $(j$, red $)$. | 2. | Do $j=2, N$ |  |
| 2. $\quad$Do $j=1, N$ <br> 2a. Update $(j$, black $)$. | 3. UpdateRedBlack $(j)$. |  |  |
|  | Update $(N$, black $)$. |  |  |

Figure 2: Standard and cache aware Gauss-Seidel
is optional and can be natural or reverse. The natural order is assumed unless a direction is given. Hence, symmetric Gauss-Seidel is easily implemented.

The operation UpdateRedBlack operates on all of the red points $\left(x_{i}, y_{j}\right)$ in row $j$ of the grid and on all of the black points $\left(x_{i}, y_{j \pm 1}\right)$ in the preceding row $j \pm 1$ (the updates are paired). The $\pm$ depends on the choice of direction. This fuses the red-black calculation so that we do a red-black ordered GaussSeidel with only one sweep across the grid instead of the standard two passes.

The update operations can be modified for SOR, SSOR, or ADI relaxation methods. Within the update operations we can further optimize the process by including Linpack style optimizations like loop unrolling to get $2-7$ updates per iteration through the loop.

Some of the motivation behind this paper can be summarized in a simple example. Consider the grid in Figure 1, where the boundary points are included in the grid. Both standard and cache aware algorithms for the red-black ordered Gauss-Seidel iteration are given in Figure 2,

Each iteration of the standard algorithm, all of the data passes through the cache twice. Hence, with a small change in the algorithm's implementation, the data only passes through cache once. Unfortunately, no compiler for commonly used languages (e.g., Fortran, C, or C++) seems to exist that can optimize the first form of the red-black ordered Gauss-Seidel algorithm automatically into the second form.

Multigrid algorithms combine a number of operations in order to work. These include iterative methods (typically relaxation methods), residual computation, projection of residuals onto a coarser grid, and interpolation of corrections onto a finer grid. These are typically programmed as separate routines, which makes the components easy to replace and modify.

However, a number of components re-use data in a manner that is suitable for algorithms that are cache aware. Algorithms will be developed such that data passes through the memory cache once while computing on a given level before a level change.

This paper is concerned with algorithmic changes that are highly portable. Such techniques as loop unrolling, though mentioned, are not really stressed. The intention is that codes written using the algorithms in this paper will work well on anything from a PC to a high end RISC processor based supercomputer with only trivial tuning (one parameter). This means that we are not trying to get every last floating and fixed point operation out of a computer, just an integer factor speed up for a modest amount of work.

## 2 Relaxation Methodology and Notation

Consider solving the following set of problems:

$$
A_{i} u_{i}=f_{i}, \quad 1 \leq i \leq k
$$

where $u_{i} \in \mathbb{R}^{n_{i}}$ and $n_{i}>n_{i+1}$. Level 1 is the real problem that the solution is wanted on. All other levels are smaller, or coarser, approximations to level 1. The linear systems result from discretizing a partial differential equation over a given grid $\Omega_{i}$. The discretization can be any standard finite element, difference, volume, or wavelet approach (see [1] and 2] for examples of this approach). Further, the discrete grids $\Omega_{i}$ will be assumed to be structured and regular.

### 2.1 Once through Cache Naturally Ordered Gauss-Seidel

Consider the naturally ordered Gauss-Seidel first. Let us restrict our attention to matrices $A_{j}$ which are based on discretization methods which are local to only 3 neighboring rows of the grid (e.g., a 5 or 9 point discretization). We have to assume that $\ell+m-1$ rows of a $N \times N \operatorname{grid} G$ fit entirely into cache simultaneously and that $m<\ell$.

Figure 3 contains the complete algorithm for passing data through cache only once for the naturally ordered Gauss-Seidel. There are two special cases to the cache aware algorithm: the first block of rows and the rest of the blocks.

The first case is for the first $\ell$ rows of the grid. At the end of step 1 in Figure 3 the data associated with rows 1 to $\ell$ has been brought into cache only once, not $m$ times. The data in rows 1 to $\ell-m+1$ has been updated $m$ times. The data in rows $j, \ell-m+2 \leq j \leq \ell$ has been updated $\ell-j+1$ times.

Once the first block of grid rows is partially updated, we have a new block to update and must also finish updating the previous block of grid rows. This

```
Algorithm Cache-GSNat
1. Do \(i t=0, m-1\)
    1a. \(\quad\) Do \(i=1, \ell-i t\)
    1a1. Update( \(i\), all).
2. \(\quad\) Do \(j=\ell+1, N, \ell\).
    2a. \(\quad\) Do it \(=0, m-1\)
    2a1. Set \(j_{1}=\min (j+\ell, N)\).
    2a2. If \(j+\ell<N\), then
                            2a2a. \(\quad j_{2}=\max \left(j_{1}-i t-1, j\right)\).
        2a3. Else
        2a3a. \(\quad j_{2}=N\)
        2a4. Do \(i=j, j_{2}\)
        2a4a. Update( \(i\), all).
        2a5. Do \(i=j-1, j+i t-m+1,-1\)
        2a5a. Update( \(i\), all).
```

Figure 3: Once through cache naturally ordered Gauss-Seidel algorithm
corresponds to step 2 in Figure3. Note that the second inner loop (step 2a3) runs in the opposite order as the first inner loop (step 2a2), which ensures that the updates are bitwise identical to the standard algorithm. In effect, we have applied a domain decomposition methodology to the standard iteration. Each iteration requires a new, slightly smaller domain.

The cache aware algorithm can be generalized to grids which are too large to fit entire rows into cache. In this case, a multidimensional approach is necessary when dropping rows and columns from the subdomains. In each of the three pictures below, computation occurs in the smallest subdomain only (the outer parts represent the buffers that have been added). The buffers grow by one line in each of $x$ and $y$ each iteration.


While computing in neighboring subdomains, the rest of the updates are done carefully in order to maintain bitwise identical updates. In the current subdomain, the calculation is done using the natural ordering. In the trailing subdomain, the calculation is done in the opposite order. In the three pictures below, the shrinking subdomain on the left is the trailing subdomain.

```
Algorithm Cache-GSRedBlack
1. Do \(j=1, N, \ell\).
    1a. \(\quad\) Set \(j_{1}=\min (j+\ell-1, N)\).
    1b. Do it \(=0, m-1\)
        1b1. Do \(i=j, j_{1}-2 * i t\)
        1b1a. Update( \(i\), red).
        1b1b. Update( \(i-1\), black).
        1b2. Do \(i=j-1, j-m+2 * i t,-2\)
            1b2a. If \(\bmod (j, 2)=1\) then
                            1b2a1. UpdateRedBlack(i)
                            1b2a2. UpdateRedBlack( \(i-1\) )
            1 b 2 b . If \(\bmod (j, 2)=0\) then
                1b2b1. UpdateRedBlack( \(i-1\) )
                1b2b2. UpdateRedBlack(i)
```

Figure 4: Once through cache red-black ordered Gauss-Seidel algorithm


### 2.2 Once through Cache Red-Black Ordered Gauss-Seidel

Red-black ordered Gauss-Seidel is significantly more complex to code in the once through cache style rather than in the normal style. Let us restrict our attention to matrices $A_{j}$ which are based on discretization methods which are local to only 3 neighboring rows of the grid (e.g., a 5 or a 9 point discretization). For a discussion of a 9 point discretization on this topic, see [9] and 12 .

Figure 4 contains the complete algorithm for passing data through cache only once for the red-black ordered Gauss-Seidel. In 2.1 the naturally ordered Gauss-Seidel was shown geometrically to be similar to a domain decomposition method where the size of the subdomains shrank each iteration (forming an increasingly larger buffer each iterations). For the red-black ordered Gauss-Seidel, the buffer is saw tooth shaped on the top and grows each iteration by points from two grid rows instead of one. On the right side, the buffer grows each iteration by only one grid column (similar to the naturally ordered Gauss-Seidel case).


Figure 5: Simple triangular grid

### 2.3 Once through Cache ADI and Line Relaxation Methods

ADI and line relaxation algorithms are easily made cache aware using similar techniques to the ones given in $\S \$ 2.1 / 2.2$, One difference is that entire lines of unknowns must fit in cache at once in order to guarantee bitwise compatibility with the standard algorithm implementations.

### 2.4 Once through Cache Relaxation Methods on Triangular Grids

Triangular grids are also easily made cache aware. The grids must be quasiuniform and highly structured and the ordering of $A_{i}$ must lead to blocks of diagonal submatrices. A simple example of a suitable grid is given in Figure 5. A combination of the methods given in $\$ \$ 2.1+2.2$ with the nonzero graph of the $A_{i}$ 's is used.

Grids that are unstructured, including ones that have been chosen through an adaptive gridding procedure, require a different approach than is covered in this paper. 4 briefly discusses an unstructured grid approach.

### 2.5 Unstructured and Quasi-Structured Grids

Unstructured grids presents a challenge that is not addressed in this paper. Quasi-unstructured grids (see Figure 6) can frequently be accommodated using techniques similar to structured grids. In particular, the number of graph connections in the matrices $A_{i}$ are usually predictable, just like in the structured grid case. Both of these cases are considered in [5], [6], and [7].


Figure 6: Quasi-structured grid.

Algorithm Vcycle( $\left.k,\left\{A_{i}, u_{i}, f_{i}, r_{i}\right\}_{i=1}^{k}\right)$

1. Do $i=1,2, \cdots, k-1$

1a. Approximately solve $A_{i} u_{i}=f_{i}$.
1b. Compute a residual $r_{i} \leftarrow f_{i}-A_{i} u_{i}$.
1c. $\quad$ Set $f_{i+1} \leftarrow R_{i} r_{i}$ and $u_{i+1} \leftarrow 0$.
2. Do $i=k, k-1, \cdots, 1$

2a. Approximately solve $A_{i} u_{i}=f_{i}$.
2 b . If $i>1$, then set $u_{i-1} \leftarrow u_{i-1}+P_{i} u_{i}$.

Figure 7: V cycle definition

## 3 Combining Multigrid Components

A typical multigrid method is based on a V cycle multigrid method (see Figure [7). Implementing a W or F Cycle (or any other correction cycle) is a trivial extension.

All multigrid correction algorithms are a simple combination of two distinct parts: the pre-correction step and the post-correction step. These are referred to by McCormick [10] as slash cycles. While both steps may have an approximate solve step included, the change of level step at the end of each has quite different cache effects.

There are 3 major operations in the V cycle:

1. Approximate solves: steps 1 a and 2 a . This is typically a relaxation method for simple problems, but can be any iterative method.
2. Restriction of residuals: steps 1 b and 1 c . This is typically a weighted average of nearby residuals. It is used to compute a residual correction problem's right hand side (represented by the operator $R_{i}$ ) on the next coarser grid.
3. Prolongation of corrections: step 2b. This is typically a second or fourth order interpolation method (represented by the operator $P_{i}$ ).

In a typical multigrid code, a V cycle is implemented very similarly to the description given here. By using a structured language methodology, different algorithms can be substituted for the default ones trivially.

As was shown in [3], when a grid $\Omega_{i}$ gets too large, a change in the algorithm is required which changes the global ordering. In essence, we use a domain decomposition approach to find disjoint two dimensional subdomains $\Omega_{i j}$ whose union is $\Omega_{i}$. Further, the data associated with the Gauss-Seidel operation on each subdomain must fit entirely in cache. The size of the subdomains depends heavily on the number of nonzeroes per row in the matrix $A_{i}$, the sparse matrix storage method, and what iteration of the Gauss-Seidel iteration we are on. Hence, we really have a set of disjoint subdomains $\Omega_{i j}^{(\ell)}$, where $\ell=1, \cdots, m$.

Data passes through cache once almost everywhere each time a level is reached with this transformation. Due to connections between subdomains, sometimes a very few points (rather than whole subdomains) have data pass through cache twice. However, we can do better, as will be described in this and the next section.

```
Algorithm Cache-Vcycle \(\left(k,\left\{A_{i}, u_{i}, f_{i}, r_{i}\right\}_{i=1}^{k}\right)\)
1. Do \(i=1,2, \cdots, k-1\)
    1a. Do \(\ell=1,2, \cdots, m_{i}\)
    1a1. Determine \(\Omega_{i j}^{(\ell)}\).
    1a2. For each \(\Omega_{i j}^{(\ell)}\),
        1a2a. If \(\ell=1\), then \(\left.u_{i}\right|_{\Omega_{i j}^{(\ell)}} \leftarrow 0\).
            1a2b. Do 1 iteration of approximate solve of \(A_{i} u_{i}=f_{i}\).
            1a2c. If \(\ell=m_{i}\), then compute as much of \(r_{i}\) as is possi-
                        ble.
            1a3. If \(\ell=m_{i}\), then complete the calculation of \(r_{i}\)
            and calculate \(f_{i+1}=R_{i} r_{i}\).
2. Do \(i=k, k-1, \cdots, 1\)
    2a. \(\quad\) Do \(\ell=1,2, \cdots, m_{i}\)
    2a1. Determine \(\Omega_{i j}^{(\ell)}\).
    2a2. For each \(\Omega_{i j}^{(\ell)}\),
            2a2a. If \(\ell=1\) and \(k=1\), then \(\left.u_{i}\right|_{\Omega_{i j}^{(\ell)}} \leftarrow 0\).
            2a2a. If \(\ell=1\) and \(k>1\), then
                \(\left.\left.u_{i}\right|_{\Omega_{i j}^{(\ell)}} \leftarrow u_{i}\right|_{\Omega_{i j}^{(\ell)}}+\left.P_{i+1} u_{i+1}\right|_{\Omega_{i j}^{(\ell)}}\).
            2a2c. Do 1 iteration of approximate solve of \(A_{i} u_{i}=f_{i}\).
```

Figure 8: Cache aware V cycle definition

The computational subdomains $\Omega_{i j}^{(\ell)}$ must be further refined in order to use as large of subdomains as possible each iteration of the relaxation algorithm. The last iteration of the relaxation algorithm must be treated differently due to the projection or interpolation steps that must be done. As is noted in [11], only $50-60 \%$ of the cache is actually available for use by a given program. This is a side effect of multitasking operating systems.

Determining the sizes of the $\Omega_{i j}^{(\ell)}$ 's per iteration $\ell$ can be done as a preprocessing step and is inexpensive. In order to efficiently do loop unrolling and/or tiling, we need a small amount of information about the computer that we are going to use. First, we need to know how big the usable part of the cache actually is. Knowing the size of usable cache and the number of points in a line we calculate

- $\Omega_{i j}^{(1)}$ for either a precorrection or a postcorrection step.
- $\Omega_{i j}^{(\ell)}$ for $\ell=2, \cdots, m_{i}-1$.
- $\Omega_{i j}^{\left(m_{i}\right)}$ for either a precorrection or a postcorrection step.

The second item we need to know is how many points to unroll in the loops


- Update
- Can compute residual
- Can compute projection

Figure 9: Five point discretization, point relaxation


- Update
- Can compute residual
- Can compute projection

Figure 10: Nine point discretization, point relaxation
in the Update and UpdateRedBlack code.
Three steps occur during the pre-correction step: smoothing, residual calculation, and projection. Two sets of computational subdomains $\Omega_{i j}^{(\ell)}$ are necessary. One is for when just the relaxation method is used as a smoother and the other is when all three components are used at once.

There is a scheduling issue when implementing cache aware multigrid algorithms. Figures 911 graphically show when the residual can be computed based on the last update in the relaxation method. Where a projection can be centered is also shown based on which residuals have been computed. Figure 12 shows when interpolation to the next finer level can be scheduled. What is expressed is simply a "compute as soon as you can" principal.

For simplicity, point relaxation methods should probably be written assuming a nine point operator (see Figure 11). In order to write highly efficient code with no special cases, two extra "ghost" rows and columns are needed in


Figure 11: Five or nine point discretization, line relaxation


- Update
$\times$ Can compute interpolants on finer grid

Figure 12: Five or nine point discretization, interpolation
the computational grids. Values there are set to zero and no relaxation updates occur (requiring a minor post processing). While for tiny grids this adds a significant amount of storage, we are only interested in problems that are much larger than would fit in the cache. Hence, the padding on the coarser grids only amounts to a trivial increase in the overall storage requirements (and is useful for parallel computing versions of the algorithms).

Two steps occur in the post-correction step: smoothing and interpolation. In order for this half of a correction scheme to be optimally cache aware, the last step must use a somewhat smaller $\Omega_{i j}^{\left(m_{i}\right)}$ than the rest of the iterations. This is because the interpolant on level $i+1$ is added to much larger vector, which is typically four times the size of the vector on level $i$.

## 4 Numerical Results and Conclusions

In [5], [6], and [7] a collection of problems are solved on structured grids (2D and 3D) and unstructured grids (in 2D). Speedups range from $100 \%$ to $300 \%$ over using standard, well coded implementations.

Reducing the number of times data passes through cache to the absolute minimum eliminates one of the major areas where multigrid does not take full advantage of the hardware that it is implemented on. The algorithms in this paper show how to reach this minimum.

When using cache aware implementations, there are two issues that must be faced: is true portability wanted and how much performance is demanded? By true portability, all that must be determined for a given machine are two numbers: the number of elements in a cache line and the number of cache lines that can be guaranteed to be usable.

If ultra high performance is demanded, true portability becomes much harder. Loop unrolling, relaxation updates along diagonals, specialty BLAS for short vectors (in machine language), and other machine specific opti-
mizations are necessary. One interesting aspect is that most RISC based processors are very similar. Hence, the non-machine language optimizations will work well on similar processors.

Using cache aware multigrid algorithms requires a different programming style than is traditional (see [4] and [8]). In order to make the codes viable, a rigid programming style must be maintained for all components of the code. This includes a uniform subscripting method for variables, an isolation of the minimal number of lines of code that is necessary for a give discretized problem to do major components (e.g., updating a point by the relaxation method), and a decision on how portable the code will be.

If only true portability is demanded, a general code can be constructed quite easily for 5-9 point operators $A_{i}$ (see [4] for example codes). For the examples in 3 , only four quite small pieces of code have to be written as separate "include" files or macro definitions. Only the interpolation file will typically have more than one target point to modify.

The ideas in this paper can be applied not just to natural and red-black ordered Gauss-Seidel, but to SOR variants, line relaxation methods, and ADI. Applying the ideas to typical parallel smoothers is also a straight forward extension.
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# A Locally Conservative Eulerian-Lagrangian Method for Flow in a Porous Medium of a Mixture of Two Components Having Different Densities 

Jim Douglas, Jr. Felipe Pereira Li-Ming Yeh


#### Abstract

The object of this paper is to develop an efficient, conservative, Eulerian-Lagrangian numerical method for the differential system describing miscible displacement of one incompressible fluid by another of different density in a porous medium. The method will be a variant of the "Locally Conservative Eulerian-Lagrangian Method" that has been studied for immiscible displacement.


KEYWORDS: LCELM, MMOC, MMOCAA

## 1 Introduction

There have been many discussions of numerical methods for the simulation of miscible displacement in porous media over the past two decades; see, e.g., [2] 10, 13, 14, 15, 17, 18, 27, 28, 29, 30, 34, 36, 37]. However, almost all of this work has been related to a model for miscible flow that is consistent with the conservation of momentum only if the two components in a binary mixture have equal densities [20]. The object here is to treat the more realistic and complex system [20] that properly describes the flow of a binary mixture when the components are allowed to have significantly different densities; in particular, the numerical approximation of this system will be addressed by an efficient and locally conservative Eulerian-Lagrangian method (LCELM) that takes into account the dominance of transport over diffusion in the physics. Our method is based on an $L C E L M$ treatment of immiscible displacement [24]; a somewhat similar locally conservative method was analyzed by Arbogast and Wheeler [3] for linear problems; they and Chilikapati [2] had applied their method to the older miscible displacement model, though not
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without some difficulties. It is clear from the title of [3] that their derivation of their method was based on different concepts from those underlying our derivation.

The authors consider the $L C E L M$ in [24] and in this paper to be a natural development in the family of modified method of characteristics (MMOC) procedures originally introduced by Douglas and Russell [25] and applied first by Russell [36, 37 and then by many others to (equal density) miscible displacement and to immiscible displacement [13, 14, 26, 27, 28, 29. The MMOC has several, by now well-known, advantages (including, in particular, computational efficiency) and one fundamental flaw, which in the miscible displacement problem is the failure to preserve as an algebraic identity the total masses of the two components, an important physical requirement. Recently, for the immiscible displacement problem, Douglas, Furtado, and Pereira [19] formulated a variant of the $M M O C$ called the modified method of characteristics with adjusted advection (MMOCAA) which does conserve the component masses globally and also preserves the conceptual and computational advantages of the $M M O C$; however, it does not necessarily conserve the component masses locally. There is a collection of finite element methods, called generically ELLAM, that can address conservation problems locally, though not all implementations of these methods do exhibit local conservation; see [2, 4, 8, 9, 31]. We believe that ELLAM methods have not been applied to the system for miscible flow with differing densities. The cost of $E L L A M$ procedures appears to be significantly greater than for the $M M O C A A$ procedure or the $L C E L M$ technique to be described in this paper.

As mentioned above, an $L C E L M$ procedure has been described in detail by the authors in [24] for approximating the solution of immiscible displacement in porous media; the experimental evidence reported in [24] clearly indicates the superiority of the LCELM over either the $M M O C$ or the $M M O C A A$. A convergence proof for a simpler application of the LCELM concept has been obtained by Douglas and Huang [21. There is a fundamental distinction between the various $M M O C$ procedures and $L C E L M$ techniques. All $M M O C$ schemes relate to approximating transport-dominated parabolic problems beginning from nondivergence forms of the equations; $L C E L M$ schemes are derived from the divergence forms of the equations. It is the use of the divergence form of a parabolic equation that allows relatively easy localization of desired conservation principles in a form amenable to the
application of finite element or finite difference methods. Both MMOC and $L C E L M$ procedures are properly viewed as operator-splitting techniques, with the transport being separated from the diffusion in the parabolic equation. The two families of methods treat the diffusive part of a time step in like manner; the difference lies in the treatment of the transport. In MMOC procedures, certain characteristics are traced back from the advanced time level to the previous level; normally, these characteristics are associated with node points for finite differences or quadrature points for finite elements. The trace-backs arising in $L C E L M$ procedures lead to predecessor sets, not predecessor points. In the immiscible displacement problem, the integral curves that generate the predecessor sets are not the characteristics of the first-order transport operator coming from the nondivergence form of the saturation equation; for the miscible displacement problem the relevant integral curves do coincide with characteristics of the first-order transport operator, though they are usually associated with points that would not be employed in $M M O C$ schemes.

## 2 Unequal Density Miscible Displacement

A model [20] for unequal-density miscible displacement can be described as follows. The model assumes that the components are incompressible and that there is no change in volume resulting from the mixing of the components; i.e., the volume of the mixture is the sum of the partial volumes. Let $\rho_{\alpha}$ and $\rho_{\beta}$ denote the densities of the $\alpha^{t h}$ and $\beta^{t h}$ pure components in the binary mixture and assume that $\rho_{\alpha}>\rho_{\beta}$. Set

$$
\sigma=\left(\rho_{\alpha}-\rho_{\beta}\right) / \rho_{\beta}
$$

Let $c=c_{\alpha}=1-c_{\beta}$; then the density of the mixture is given by

$$
\rho=\rho(c)=\rho_{\beta}(1+\sigma c)
$$

Denote the pressure by $p$ and the Darcy velocity by $u$. The pressure equation is given by the equations

$$
\begin{array}{ll}
\nabla \cdot\left(u+\frac{\sigma}{1+\sigma c} D(u) \nabla c\right)=q, & x \in \Omega  \tag{2.1}\\
u=-\frac{1}{\mu(c)} k(x)(\nabla p-\rho(c) g \nabla d), & x \in \Omega
\end{array}
$$

where $D(u)$ is the dispersion tensor given by

$$
\begin{equation*}
D(u)=\phi(x)\left(d_{\text {mol }} I+|u|\left(d_{\text {long }} E(u)+d_{\text {trans }} E^{\perp}(u)\right)\right) \tag{2.2}
\end{equation*}
$$

$\phi(x)$ is the porosity of the medium, $d_{m o l}$ is the (small) molecular diffusion coefficient, $d_{\text {long }}$ and $d_{\text {trans }}$ are the longitudinal and transverse dispersion coefficients, $E(u)$ is the projection along the Darcy velocity, and $E^{\perp}(u)=I-E(u)$ is its orthogonal compliment. Also, $q$ is the total external flow rate, with $q>0$ denoting injection and $q<0$ production; $k(x)$ is the permeability tensor; $\mu(c)$ is the viscosity, frequently quite strongly dependent on the concentration; $g$ is the gravitational constant and, finally, $d(x)$ is the depth function in the reservoir $\Omega$. For simplicity, a "no physical transport" boundary condition

$$
\begin{equation*}
u \cdot \nu=0, \quad x \in \partial \Omega \tag{2.3}
\end{equation*}
$$

will be assumed; then, compatibility to incompressibility requires that

$$
\int_{\Omega} q(x, t) d x=0, \quad \forall t .
$$

The concentration equation, in divergence form, is given by

$$
\begin{equation*}
\phi \frac{\partial c}{\partial t}+\nabla \cdot\left(c u-\frac{1}{1+\sigma c} D(u) \nabla c\right)=\widetilde{c} q, \quad x \in \Omega \tag{2.4}
\end{equation*}
$$

where $\widetilde{c}$ is the concentration in the fluid in the external source;

$$
\widetilde{c}(x, t)= \begin{cases}\widetilde{c}(x, t), & \text { a specified function, if } q>0  \tag{2.5}\\ c(x, t), & \text { the resident concentration, if } q<0\end{cases}
$$

A "no diffusive transport" boundary condition will be assumed for the concentration, and an initial concentration must be specified:

$$
\begin{equation*}
(D \nabla c) \cdot \nu=0, \quad x \in \partial \Omega, \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
c(x, 0)=c_{\text {init }}(x), \quad x \in \Omega . \tag{2.7}
\end{equation*}
$$

The model above reduces to the older model if $\sigma=0$; i.e., when the two components have equal densities.

Recall [20] that the Darcy flux $u$ is a mass-averaged flux, not the volumetric flow rate. It is very convenient to introduce the volumetric flow rate; let

$$
\begin{equation*}
w=u+\frac{\sigma}{1+\sigma c} D(u) \nabla c . \tag{2.8}
\end{equation*}
$$

Note that it follows from the two boundary conditions (2.3) and (2.6) that

$$
\begin{equation*}
w \cdot \nu=0, \quad x \in \partial \Omega \tag{2.9}
\end{equation*}
$$

A small amount of manipulation shows that the concentration equation can be rewritten in the form

$$
\begin{equation*}
\nabla_{t, x} \cdot\binom{\phi c}{c w}-\nabla_{x} \cdot\left(D \nabla_{x} c\right)=\widetilde{c} q=\widetilde{c} q^{+}-c q^{-} \tag{2.10}
\end{equation*}
$$

It is also convenient to write (2.10) in mixed form by introducing a concentration flux; let

$$
\begin{equation*}
z=-D(u) \nabla_{x} c \tag{2.11}
\end{equation*}
$$

Then, the concentration equation takes the mixed form

$$
\begin{array}{ll}
\nabla_{t, x} \cdot\binom{\phi c}{c w}+\nabla_{x} \cdot z=\widetilde{c} q^{+}-c q^{-}, & x \in \Omega  \tag{2.12}\\
z+D(u) \nabla_{x} c=0, & x \in \Omega
\end{array}
$$

If the pressure equation is written in terms of $w$ and $p$ and the concentration flux $z$ is used to replace $D \nabla c$ in the equation, then the pressure equation can be seen to be given, also in mixed form, by

$$
\begin{array}{ll}
\mu(c) k(x)^{-1} w+\nabla_{x} p=\rho(c) g \nabla_{x} d-\frac{\sigma \mu(c)}{1+\sigma c} k(x)^{-1} z, & x \in \Omega, \\
\nabla_{x} \cdot w=q, & x \in \Omega  \tag{2.13}\\
u=w+\frac{\sigma}{1+\sigma c} z, & x \in \Omega
\end{array}
$$

The boundary conditions are expressed by the relations

$$
\begin{equation*}
z \cdot \nu=w \cdot \nu=0, \quad x \in \partial \Omega \tag{2.14}
\end{equation*}
$$

The introduction of the volumetric flux $w$ will allow the system to be treated in a manner that closely resembles the way the older model has been approximated; in particular, we shall be able to use essentially the same operator splitting for the new system as for the old. If $w$ had not been introduced, it is not clear that the pressure and concentration equations could be effectively separated as they are in the procedure described below.

## 3 The Basic Operator Splitting Algorithm

Assume that we shall approximate both $\{w, p\}$ and $\{z, c\}$ in the lowest index Raviart-Thomas mixed finite element space $\mathcal{R} \mathcal{T}=\mathcal{V} \times \mathcal{W} 35$ over the same partition $\left\{\Omega_{j}\right\}$. (There is no logical constraint that the partitions for the pressure and concentration be the same; in fact, we shall introduce a local refinement in the pressure partition in order to obtain a better approximation of a point source or sink. There can be other advantages to the use of different partitions for the two equations; see [16] 17, 18].) Let

$$
\begin{equation*}
\Delta t_{p}=i_{1} \Delta t_{c}=i_{1} i_{2} \Delta t_{c t}, \tag{3.1}
\end{equation*}
$$

where $i_{1}$ and $i_{2}$ are positive integers; in their numerical experiments the authors have frequently chosen $i_{1}$ to be one or two and $i_{2}$ to be about ten. Set

$$
t^{m}=m \Delta t_{p}, \quad t_{n}=n \Delta t_{c}, \quad t_{n, \kappa}=t_{n}+\kappa \Delta t_{c t}
$$

where normally $0 \leq \kappa \leq i_{2}$. The pressure equation will be approximated at time levels $t^{m}$; the concentration will be approximated through transport microsteps corresponding to times $t_{n, \kappa}$ and diffusive steps corresponding to times $t_{n}$. We shall indicate a function $f$ evaluated at these times by $f^{m}=$ $f\left(t^{m}\right), f_{n}=f\left(t_{n}\right)$, and $f_{n, \kappa}=f\left(t_{n, \kappa}\right)$; all functions will be assumed singlevalued (i.e., if $t^{m}=t_{n}$, then $f^{m}=f_{n}$ ).

Define an extrapolation operator as follows:

$$
E f(t)= \begin{cases}f^{0}, & 0<t \leq t^{1} \\ \frac{t-t^{m-1}}{t^{m}-t^{m-1}} f^{m}-\frac{t-t^{m}}{t^{m}-t^{m-1}} f^{m-1}, & t^{m}<t \leq t^{m+1}\end{cases}
$$

Then, the algorithm can be described as follows.
$1^{\circ}$ Given $C^{0}=c_{\text {init }}(x)$, find $\left\{W^{0}, P^{0}, U^{0}\right\}$, where $\left\{W^{0}, P^{0}\right\} \in \mathcal{R} \mathcal{T}$ and

$$
U^{0}=W^{0}+\frac{\sigma}{1+\sigma C^{0}} Z^{0}
$$

If $c_{i n i t}$ vanishes, so that the simulation begins when the injection of the solvent commences, then $Z^{0}=0$. If $c_{\text {init }}$ is not identically zero, then the initial pressure problem is nonlinear, since $Z^{0}=-D\left(U^{0}\right) \nabla_{x} C^{0}$ is unknown. A suggestion for working the nonlinear elliptic problem is to apply the method of continuity to it in the following form. First, set $\sigma=0$, so that the elliptic problem is linear (and corresponds to the old
miscible model). Solve for a first approximation $U^{0,0}$ to $U^{0}$ :

$$
\begin{array}{ll}
\left(\mu\left(C^{0}\right) k^{-1} W^{0,0}, \gamma\right)-\left(\nabla_{x} \cdot \gamma, P^{0,0}\right)=\left(\rho\left(C^{0}\right) g \nabla_{x} d, \gamma\right), & \gamma \in \mathcal{V} \\
\left(\nabla_{x} \cdot W^{0,0}, \eta\right)=(q, \eta) & \eta \in \mathcal{W} \\
U^{0,0}=W^{0,0} & \tag{3.2}
\end{array}
$$

Now, let $\sigma^{m}=m \delta \sigma$, where $\sigma^{M}=\sigma$. Then, for $m=1, \ldots, M$, set $Z^{0, m-1}=-D\left(U^{0, m-1}\right) \nabla_{x} C^{0}$ and solve the linear problem

$$
\begin{array}{ll}
\left(\mu\left(C^{0}\right) k^{-1} W^{0, m}, \gamma\right)-\left(\nabla_{x} \cdot \gamma, P^{0, m}\right) & \\
\quad=\left(\rho\left(C^{0}\right) g \nabla_{x} d, \gamma\right)-\left(\frac{\sigma \mu\left(C^{0}\right)}{1+\sigma C^{0}} k^{-1} Z^{0, m-1}, \gamma\right), & \gamma \in \mathcal{V}  \tag{3.3}\\
\left(\nabla_{x} \cdot W^{0, m}, \eta\right)=(q, \eta), & \eta \in \mathcal{W}
\end{array}
$$

for $\left\{W^{0, m}, P^{0, m}\right\}$ and set

$$
U^{0, m}=W^{0, m}+\frac{\sigma}{1+\sigma C^{0}} Z^{0, m-1}
$$

$U^{0, M}$ should give a very good approximation of $U^{0}$, which should then be obtainable in a small number of Newton iterations starting from $Z^{0, M}=-D\left(U^{0, M}\right) \nabla_{x} C^{0}$.
If $C^{0}$ is constant, then $\left\{W^{0}, P^{0}\right\} \in \mathcal{R} \mathcal{T}$ satisfies (3.2).
$2^{\circ}$ Assume $\left\{U^{m}, W^{m}, P^{m}, Z^{m}, C^{m}\right\}$ known for some $m \geq 0$. Then, carry out a full pressure time step employing the operator-splitting procedure outlined in $3^{\circ}-5^{\circ}$ below.
$3^{\circ}$ Let $t^{m} \leq t_{n}<t^{m+1}$. Split the concentration time step $\left(t_{n}, t_{n+1}\right)$ into calculations for transport and diffusion. Associate transport with the system

$$
\begin{array}{ll}
\nabla_{t, x} \cdot\binom{\phi c}{c w}=\widetilde{c} q^{+}-c q^{-}, & x \in \Omega  \tag{3.4}\\
w \cdot \nu=0, & x \in \partial \Omega
\end{array}
$$

and apply the $L C E L M$ transport microstepping procedure (to be detailed below in (55) over the microsteps $\left(t_{n, \kappa-1}, t_{n, \kappa}\right), \kappa=1, \ldots, i_{2}$, so that $t_{n, i_{2}}=t_{n+1}$, to obtain the transport-approximation $\bar{C}_{n+1} \in \mathcal{W}$.
$4^{\circ}$ Given $\bar{C}_{n+1}$, complete the concentration time step by approximating the solution of the diffusive system

$$
\begin{array}{ll}
\phi \frac{C_{n+1}-\bar{C}_{n+1}}{\Delta t_{c}}-\nabla_{x} \cdot\left(D\left((E U)_{n+1}\right) \nabla_{x} C_{n+1}\right)=0, & x \in \Omega  \tag{3.5}\\
\left(D\left((E U)_{n+1}\right) \nabla_{x} C_{n+1}\right) \cdot \nu=0, & x \in \partial \Omega
\end{array}
$$

i.e., find $\left\{Z_{n+1}, C_{n+1}\right\} \in \mathcal{R} \mathcal{T}$ such that

$$
\begin{array}{ll}
\left(D\left((E U)_{n+1}\right)^{-1} Z_{n+1}, \gamma\right)-\left(\nabla_{x} \cdot \gamma, C_{n+1}\right)=0, & \gamma \in \mathcal{V} \\
\left(\phi \frac{C_{n+1}-\bar{C}_{n+1}}{\Delta t_{c}}, \eta\right)+\left(\nabla_{x} \cdot Z_{n+1}, \eta\right)=0, \quad \eta \in \mathcal{W} \tag{3.6}
\end{array}
$$

If $t_{n+1}=t^{m+1}$, set $\left\{Z^{m+1}, C^{m+1}\right\}=\left\{Z_{n+1}, C_{n+1}\right\}$.
$5^{\circ}$ Given $\left\{Z^{m+1}, C^{m+1}\right\}$, find $\left\{W^{m+1}, P^{m+1}\right\} \in \mathcal{R} \mathcal{T}$ such that

$$
\begin{array}{ll}
\left(\mu\left(C^{m+1}\right) k^{-1} W^{m+1}, \gamma\right)-\left(\nabla_{x} \cdot \gamma, P^{m+1}\right) & \\
\quad=\left(\rho\left(C^{m+1}\right) g \nabla_{x} d, \gamma\right)-\left(\frac{\sigma \mu\left(C^{m+1}\right)}{1+\sigma C^{m+1}} k^{-1} Z^{m+1}, \gamma\right), & \gamma \in \mathcal{V} \\
\left(\nabla_{x} \cdot W^{m+1}, \eta\right)=(q, \eta), & \eta \in \mathcal{W} \tag{3.7}
\end{array}
$$

and set

$$
\begin{equation*}
U^{m+1}=W^{m+1}+\frac{\sigma}{1+\sigma C^{m+1}} Z^{m+1} \tag{3.8}
\end{equation*}
$$

$6^{\circ}$ Repeat pressure time steps to the desired final time.
The partial differential system is nonlinear, since the concentration enters the pressure equation nonlinearly through the viscosity and the term including the concentration flux, which in turn involves the dispersion tensor $D(U)$. The dispersion tensor's appearance in the concentration equation is another nonlinearity in the system. However, the operator-splitting procedure outlined above produces a numerical method that is linear in every part, with the exception that a nontrivial initial concentration can induce a single nonlinear elliptic problem for the initial pressure distribution.

## 4 Discretization of the Pressure Equation

The LCELM procedure to be employed herein is based on that introduced by the authors [24] to treat immiscible displacement in porous media. It was assumed above that the solutions of the pressure and concentration equations are being approximated in Raviart-Thomas spaces $\mathcal{R} \mathcal{T}$ of lowest index over the same rectangular partition (in two or three spatial dimensions). Consequently, the pressure and the concentration variables are approximated by piecewise constant functions, while each component of the fluxes $W$ and $Z$ is approximated on each element by a function that is linear in the corresponding component of the space variable and is constant in the other components
of the space variable. In the model for miscible displacement being considered in this paper, the Darcy velocity $u$ plays a secondary rôle to the flux $w$, in that $w$ is the natural choice for the flux in the pressure equation and is the velocity variable appearing in the transport part of the concentration equation. If the external flow is restricted to a few elements (as is usual in practice), then in almost all of the domain $w$ will be approximated in a discrete divergence-free manner by the mixed method flux variable $W$. In the $L C E L M$ procedure that will be used to approximate transport in the concentration equation, it will be necessary to evaluate $W$ (or, more precisely, $E W$ ) at the vertices of the elements; however, $W$, as produced by (3.7), is discontinuous at vertices, and some averaging or interpolation procedure must be applied at such points. It was observed in [24] that it is strongly advisable to devise an evaluation at vertices that preserves the divergencefree nature of the approximation in the neighborhood of these points. The method used in [24] and that will be repeated here is to define a bilinear or trilinear interpolation $\widetilde{W}$ of element-center values of $W$. It can be seen by a short calculation that, if $q=0$ on all of the elements having a point $\mathbf{x}$ as vertex, $\widetilde{W}$ is divergence free on boxes centered at $\mathbf{x}$ and contained in these elements. The extrapolation of $\widetilde{W}$ remains divergence free in this sense and will be employed in the transport calculation.

An alternative to the interpolation would be to offset the pressure partition from that for the concentration. If the element centers for the concentration partition are taken as the vertices of the (rectangular) elements in the pressure partition, then the flux $W$ would be continuous at the vertices of the concentration partition and $W$ would be discrete divergence free about vertices in pressure elements where $q=0$. On the other hand, $D(U)$ would be discontinuous in concentration elements, which would complicate the diffusive part of a concentration time step.

## 5 Transport Microsteps by an LCELM Technique

Let us derive the local conservation law that will provide the basis for our $L C E L M$ approach to the miscible problem. Recall the transport equation

$$
\begin{array}{ll}
\nabla_{t, x} \cdot\binom{\phi c}{c w}=\widetilde{c} q^{+}-c q^{-}, & x \in \Omega  \tag{5.1}\\
w \cdot \nu=0, & x \in \partial \Omega
\end{array}
$$

Following [24], we consider the space-time slice $\mathcal{Q}=\Omega \times\left[t_{n, \kappa}, t_{n, \kappa+1}\right]$. Let $\mathcal{K}$ be a reasonably shaped, simply-connected subset of $\Omega$, and define a subset $\mathcal{D}=\mathcal{D}_{n, \kappa}(\mathcal{K})$ of $\mathcal{Q}$ as follows. For each $x \in \partial \mathcal{K}$, construct the solution $y(x ; t)$ of the final value problem

$$
\begin{align*}
& \frac{d y}{d t}=\frac{c w}{\phi c}=\frac{w}{\phi}, \quad t_{n, \kappa+1}>t \geq t_{n, \kappa}  \tag{5.2}\\
& y\left(x ; t_{n, \kappa+1}\right)=x
\end{align*}
$$

and set

$$
\begin{equation*}
\bar{x}_{n, \kappa}(x)=y\left(x ; t_{n, \kappa}\right) . \tag{5.3}
\end{equation*}
$$

Then, let $\overline{\mathcal{K}}=\overline{\mathcal{K}}_{n, \kappa}$ be the interior of the set $\left\{\bar{x}_{n, \kappa}(x): x \in \partial \mathcal{K}\right\}$, and let $\mathcal{D}$ be the tube determined by $\mathcal{K}, \overline{\mathcal{K}}$, and the integral curves (5.2). (For $\Delta t_{c t}$ sufficiently small, the map $x \rightarrow \bar{x}_{n, \kappa}$ is one-to-one, so that this construction can be carried out.) Now, denote the outward normal to $\partial \mathcal{D}$ by $\vartheta(x, t)$ and note that it is orthogonal to the vector $(\phi c, c w)^{t}$ on the lateral surface of $\mathcal{D}$. Then, integrate (5.1) over $\mathcal{D}$ :

$$
\begin{align*}
& \int_{\mathcal{D}} \nabla_{t, x} \cdot\binom{\phi c}{c w} d x d t=\int_{\partial \mathcal{D}}\binom{\phi c}{c w} \cdot \vartheta d A \\
& \quad=\int_{\mathcal{K}} \phi c_{n, \kappa+1} d x-\int_{\overline{\mathcal{K}}} \phi c_{n, \kappa} d x  \tag{5.4}\\
& \quad=\int_{\mathcal{D}}\left(\widetilde{c} q^{+}-c q^{-}\right) d x d t
\end{align*}
$$

Thus, mass is conserved locally in the transport step if

$$
\begin{equation*}
\int_{\mathcal{K}} \phi c_{n, \kappa+1} d x=\int_{\overline{\mathcal{K}}} \phi c_{n, \kappa} d x+\int_{\mathcal{D}}\left(\widetilde{c} q^{+}-c q^{-}\right) d x d t \tag{5.5}
\end{equation*}
$$

The no-flow boundary condition is handled in a natural way in (5.4), since the integral curves (5.2) do not exit $\Omega$ in this case. In fact, if $x \in \partial \Omega$, then the integral curve remains in $\partial \Omega$ and $\mathcal{D}$ has a portion of its lateral surface contained in $\partial \Omega \times\left[t_{n, \kappa}, t_{n, \kappa+1}\right]$. Hence, no special cases arise for subsets $\mathcal{K}$ close to the boundary for these boundary conditions.

Before proceeding to the discretization of (5.5), let us discuss the relations between (5.5) and the corresponding conservation law for immiscible displacement and that employed in [2] for the older miscible displacement model. It is easy to see that the nondivergence form of the concentration equation is given by

$$
\begin{equation*}
\phi \frac{\partial c}{\partial t}+w \cdot \nabla_{x} c-\nabla_{x} \cdot\left(D(u) \nabla_{x} c\right)=(\widetilde{c}-c) q^{+} . \tag{5.6}
\end{equation*}
$$

Thus, the integral curves determined by (5.2) coincide with the characteristics of the first order part of (5.6), whereas in the immiscible problem treated in [24] they do not. In the miscible displacement model treated by Arbogast, Chilipataki, and Wheeler [2] and in the paper by Arbogast and Wheeler [3] on linear convection-diffusion equations, our volumetric flow rate $w$ is replaced by the Darcy velocity $u$, which is the volumetric flow rate of the incompressible mixture when $\sigma=0$. Thus, the tubes $\mathcal{D}$ represent, both for them and for us, actual flow tubes, with the consequence that the volume of $\overline{\mathcal{K}}$ must equal that of $\mathcal{K}$ in the absence of external flow. This seems to have introduced some difficulties in their calculations, which we believe (on the basis of our experience with the immiscible displacement problem [24] and that reported in [1] for the older miscible model) to be related to the way they evaluated $u$ at the vertices of their elements. The constraint itself does not arise in the immiscible problem.

Now, let us turn to the discretization of the conservation law (5.5). It was seen in [24] that an acceptable choice for choosing the sets $\{\mathbf{K}\}$ for conservation is to use exactly the concentration partition, and we shall make this choice here. So, let $\mathbf{K}=\Omega_{j}$ for some $j$. We shall define $\overline{\mathbf{K}}$ as the box obtained as follows. First, approximate the integral curves (5.2) at the vertices of $\mathbf{K}$. Since the microstep $\Delta t_{c t}$ is usually small (i.e., $i_{2}=10$ or so) with respect to $\Delta t_{c}$, we shall assume that it suffices to follow the tangent to the integral curve through each vertex of $\mathbf{K}$ back to the time level $t_{n, \kappa}$, using $(E \widetilde{W})_{n, \kappa+1}$ as defined above. Thus, if $\mathbf{x}$ is a vertex of $\mathbf{K}$, then its predecessor point $\overline{\mathbf{x}}_{n, \kappa}(\mathbf{x})$ is given by

$$
\begin{equation*}
\overline{\mathbf{x}}_{n, \kappa}(\mathbf{x})=\mathbf{x}-(E \widetilde{W})_{n, \kappa+1}(\mathbf{x}) \Delta t_{c t} / \phi(x) \tag{5.7}
\end{equation*}
$$

If $\Omega$ is two-dimensional, then for sufficiently small $\Delta t_{c t}$, the four points $\overline{\mathbf{x}}_{n, \kappa}(\mathbf{K})$ form the vertices of a quadrilateral, $\overline{\mathbf{K}}=\overline{\mathbf{K}}_{n, \kappa}$, which intersects at most nine elements. (In theory, we could take steps long enough that the predecessor set would intersect elements other than the immediate neighbors of $\Omega_{j}$, but it is our intention to treat very inhomogeneous media, for which the longer microsteps would lead to rather inaccurate simulations, at least if $\overline{\mathbf{K}}$ is defined using only the vertices of $\mathbf{K}$.) If $\Omega$ lies in three-space, the eight points $\overline{\mathbf{x}}_{n, \kappa}$ determine a box with ruled, almost quadrilateral surfaces for faces. The common face of two adjacent elements $\Omega_{i}$ and $\Omega_{j}$ is mapped to a common face between the corresponding predecessor sets. Denote the tube generated by $\mathbf{K}$ and $\overline{\mathbf{K}}$ by $\mathbf{D}=\mathbf{D}_{n, \kappa}(\mathbf{K})$.

Next, we must discretize the conservation relation (5.5) as nearly exactly as we can. First, given the uncertainties of real reservoir data, it suffices to assume that the porosity $\phi$ is constant on each element of the partition $\left\{\Omega_{j}\right\}$. Then, the integral over $\mathbf{K}$ can be computed exactly. If $\Omega$ is twodimensional, an algorithm for computing the integral over $\overline{\mathbf{K}}$ was given in $\S 10$ of [24]. The argument for approximating the integral over the tube $\mathbf{D}$ by a trapezoidal rule in time given in $\S 7$ of [24] is independent of dimension. The remaining question is how to approximate almost exactly the integral over $\overline{\mathbf{K}}$ in the three-dimensional case. Perhaps the simplest suggestion is to compute the coordinates of the image of the center of each face of $\mathbf{K}$ under the map specified above and to approximate the image of a face of $\mathbf{K}$ by the four triangles determined by the images of the vertices and center of the face. Then, an algorithm generalizing that of $\S 10$ in [24] in the two-dimensional case can be written down and applied. Now, assuming that each integral in (5.5) can be evaluated exactly or to high precision, let us replace (5.5) by the approximation

$$
\begin{aligned}
\int_{\mathbf{K}} \phi \bar{C}_{n, \kappa+1} d x= & \int_{\overline{\mathbf{K}}} \phi \bar{C}_{n, \kappa} d x+\frac{\Delta t_{c t}}{2} \int_{\mathbf{K}}\left(\widetilde{C}_{n, \kappa+1} q^{+}-\bar{C}_{n, \kappa+1} q^{-}\right) d x \\
& +\frac{\Delta t_{c t}}{2} \int_{\overline{\mathbf{K}}_{n, \kappa}}\left(\widetilde{C}_{n, \kappa} q^{+}-\bar{C}_{n, \kappa} q^{-}\right) d x, \quad \kappa=0, \ldots, i_{2}-1
\end{aligned}
$$

where

$$
\bar{C}_{n, 0}=C_{n}, \quad x \in \Omega
$$

Let $|\mathbf{K}|$ denote the volume of $\mathbf{K}$. Then, $\bar{C}_{n, \kappa+1}=\bar{C}_{j, n, \kappa+1}=\bar{C}_{n, \kappa+1}\left(\Omega_{j}\right)$ satisfies the local, linear equation

$$
\begin{align*}
(\phi|\mathbf{K}|+ & \left.\frac{\Delta t_{c t}}{2} \int_{\mathbf{K}} q^{-} d x\right) \bar{C}_{n, \kappa+1}=\int_{\overline{\mathbf{K}}_{n, \kappa}} \phi \bar{C}_{n, \kappa} d x+\frac{\Delta t_{c t}}{2} \int_{\mathbf{K}} \widetilde{C}_{n, \kappa+1} q^{+} d x \\
& +\frac{\Delta t_{c t}}{2} \int_{\overline{\mathbf{K}}_{n, \kappa}}\left(\widetilde{C}_{n, \kappa} q^{+}-\bar{C}_{n, \kappa} q^{-}\right) d x, \quad \kappa=0, \ldots, i_{2}-1 \tag{5.8}
\end{align*}
$$

The transport part of the concentration time step is completed by setting

$$
\begin{equation*}
\bar{C}_{n+1}=\bar{C}_{n, i_{2}}, \quad x \in \Omega \tag{5.9}
\end{equation*}
$$

The diffusive part of the concentration time step has been adequately defined by equations (3.6) above. Thus, the complete concentration time step has been specified. And, since the pressure time step has been determined by (3.7) and (3.8), the entire computational algorithm has been specified.


Figure 1: Comparison of LCELM simulations of a homogeneous reservoir using 128, 256, and 512 elements at $50,250,450,650$ days. Refinement produces a sharper front.

## 6 Numerical Experiments

| Viscosity | $\mu_{\alpha}=.5 \mathrm{cP}$ | $\mu_{\beta}=10 \mathrm{cP}$ |
| :--- | :--- | :--- |
| Density | $\rho_{\alpha}=1 \mathrm{~g} / \mathrm{cm}^{3}$ | $\rho_{\beta}=.7 \mathrm{~g} / \mathrm{cm}^{3}$ |
| Porosity | $\phi=.2$ |  |
| Absolute permeability | $k=2$ mdarcy |  |
| Viscosity function | $\mu(c)=\mu_{\beta}\left(1+c\left(\left(\frac{\mu_{\beta}}{\mu_{\alpha}}\right)^{0.25}-1\right)\right)^{-4}$ |  |

Here, we present numerical results to show convergence of the LCELM method. Assume the reservoir to be $256 m \times 256 \mathrm{~m}$. Inject fluid (with $\widetilde{c}^{n}=1$ ) uniformly along the left edge of the reservoir and let the (total) production rate be uniform along the right edge; no flow is allowed along the top and bottom edges of the reservoir as they appear in the graphics. Gravity will be neglected. The injection rate is taken to be one pore-volume every five years, and data below are held fixed for the computational results discussed here.

Figure 1 shows a mesh refinement study for a homogeneous reservoir (corresponding to a one-dimensional problem). Three different discretizations, with $h=h_{x}=2 m, 1 m$, and $.5 m$, were used for the LCELM simulation. The concentration $c$ obtained for the three grid sizes are almost the same, indicating convergence for the concentration. Figure 2 is a mesh refinement study for a heterogeneous reservoir at 200 and 300 days; the permeability for this test was defined on a $64 \times 64$ grid. In this case, three different discretizations $(64 \times 64,128 \times 128,256 \times 256$ grids) were again used. It is observed that flow patterns from the three different grids are almost the same; if the mesh size is smaller, the concentration front is sharper.
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# Validation of Non-darcy Well Models Using Direct Numerical Simulation 
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#### Abstract

We describe discrete well models for 2-D non-Darcy fluid flow in anisotropic porous media. Attention is mostly paid to the well models and simplified calibration procedures for the control volume mixed finite element methods, including the case of highly distorted grids.
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## 1 Introduction

Flow around high production rate gas wells deviates from Darcy's law. This phenomenon has been successfully modeled by the two-term Forchheimer law [7].

In reservoir simulation, the discrete well model is a relation between the production/injection rate of the well, the well-block pressure and the bottomhole pressure. This relation is specific to the basic approximation scheme used for discretizing the governing equations. Such well models are well understood in the case of Darcy flow and are mostly based on various generalizations of the effective radius concept [1, 10]. In the case of Forchheimer flow in isotropic media, we find the effective radius as a function of the dimensionless Forchheimer number using the invariant behavior of discrete solutions near the well blocks. Such invariant properties are analyzed in [6] and are assessed numerically by solving a set of auxiliary problems which reproduce the known analytical solutions around a single isolated well in an infinite domain. Our numerical experiments show that this calibration procedure is very accurate and can also be applied on non-uniform and highly distorted grids.

In the general case of anisotropic media, there is no consensus on a specific formulation of Forchheimer's law that is backed by experiments or from
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first principles. In this work, we derive well models only for the simplest formulation [9], which provides reasonably good fit to pore network simulation results such as those obtained by Thauvin and Mohanty [14].

In this case direct numerical simulation becomes a critical tool for estimating the validity of a specific well model. Such verification requires much higher accuracy compared to conventional reservoir simulation techniques and imposes strict requirements on the quality of the approximation scheme. To this end we have developed a modification of the control volume mixed finite element (CVMFE) scheme [4] based on quadrilateral grids in 2-D and on hexahedral grids in 3-D. This scheme is conservative, nearly optimal among second order schemes, and naturally incorporates harmonic averaging of reservoir properties. Moreover it allows us to obtain reliable results on highly distorted grids and even on grids that are "degenerate" in the conventional finite element sense (for example on grids with non-convex cells in the plane.)

Numerical experiments in the 2-D case show that very fine grids are necessary in order to obtain grid independent results using direct simulation. Such grids may be impractical in the 3-D case, especially in the case of deviated wells. Hence there is a need for high order methods suitable for accurate resolution of the flow in the near-well region using coarse grids.

## 2 Problem Formulation and Governing Equations

The governing equations that describe steady-state, single-component, single phase, isothermal flow in porous media are

$$
\begin{equation*}
\nabla \cdot(\rho \mathbf{u})=f, \quad \mu K^{-1} \mathbf{u}+\rho \beta|\mathbf{u}| \mathbf{u}+\nabla p=0 \tag{2.1}
\end{equation*}
$$

where $\rho$ denotes the fluid density, $\mathbf{u}$ the velocity vector, $\mu$ the dynamic viscosity and $p$ the pressure. The porous medium is characterized by the permeability tensor $K$, the porosity $\phi$ and the Forchheimer coefficient $\beta$, which can be a tensor in some formulations. The right hand side $f$ is associated with the presence of wells-localized mass inflows or outflows in the reservoir.

Different Forchheimer law formulations are available for the anisotropic case. Thauvin and Mohanty, [14], require that $\beta=\left\{b_{i j}\right\}$ in order to fit their network simulation results. Knupp and Lage 9] have suggested an anisotropic formulation using a variational approach. Their formulation can be written
as follows

$$
\begin{equation*}
\mu K^{-1} \mathbf{u}+\beta \rho \frac{\left(\mathbf{u} \cdot K^{-1} \mathbf{u}\right)^{\frac{1}{2}}}{\left(\operatorname{det} K^{-1}\right)^{\frac{3}{2 n}}} K^{-1} \mathbf{u}+\nabla p=0, \quad n=2,3, \beta \text { is scalar, } \tag{2.2}
\end{equation*}
$$

where $n=2,3$ is the space dimension. This model has fewer degrees of freedom as compared to (2.1). Nevertheless, it provides a good fit to the data from [14]. However, these data are still not enough in order to choose a particular tensorial model.

## 3 CVMFE on Distorted Quadrilateral Grids

In order to describe the discrete approximation to system (2.1) on quadrilateral grids for each element we introduce the mapping $\mathbf{r}=\mathbf{r}\left(\xi_{1}, \xi_{2}\right)$ which maps the unit square on the quadrilateral in physical coordinates $\mathbf{r}=\left(x_{1}, x_{2}\right)^{T}$ and associated metric entities

$$
\mathbf{g}_{i}=\frac{\partial \mathbf{r}}{\partial \xi_{i}}, \quad S=\left\{s_{i j}\right\}, \quad s_{i j}=\frac{\partial x_{i}}{\partial \xi_{j}}, \quad J=\operatorname{det} S, \quad \mathbf{g}_{j}^{T} \mathbf{g}^{i}=J \delta_{i j}
$$

where $\mathbf{g}_{i}, \mathbf{g}^{i}$ are the covariant and scaled contravariant basis vectors and $J$ is the Jacobian of the mapping. Using above notations the governing equations can be written as follows:

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{\partial}{\partial \xi_{i}} \rho V^{i}=J f,  \tag{3.1}\\
& \sum_{j=1}^{n} \frac{1}{J} \mathbf{g}_{i}^{T}\left(\mu I+\beta \rho \frac{\left(\mathbf{u} \cdot K^{-1} \mathbf{u}\right)^{\frac{1}{2}}}{\left(\operatorname{det} K^{-1}\right)^{\frac{3}{2 n}}}\right) K^{-1} \mathbf{g}_{j} V^{j}+\frac{\partial}{\partial \xi_{i}} p=0  \tag{3.2}\\
& V^{i}=\mathbf{u}^{T} \mathbf{g}^{i}, \quad \mathbf{u}=\frac{1}{J} \sum_{i=1}^{n} \mathbf{g}_{i} V^{i} \quad \text { (Piola mapping). }
\end{align*}
$$

Figure 1 Support for the edge-centered flux base $\phi_{e}$ (left) and for the flux test function $\psi_{e}$ (right).

The Control Volume Mixed Finite Element methods (CVMFE) as introduced in [4] are based on the lowest order Raviart-Thomas $\left(\mathrm{RT}_{0}\right)$ flux basis functions and cell-based pressures. Equation (3.1) is integrated over the grid cell in the parametric space with mid-point quadrature rules for the contour integrals. The Forchheimer law (3.2) is integrated over the edge-centered control volumes in the parametric space and mid-point rules are used for pressure contour integrals. This derivation is equivalent to using the Raviart-Thomas flux-pressure bases, piecewise-constant pressure test functions and flux test functions $\boldsymbol{\psi}_{e}$ defined by (3.3), which is illustrated on Fig. 1 for the cases when the edge $e$ locally coincides with the vector $\mathbf{g}_{2}$.

$$
\phi_{e}=\left\{\begin{array}{rll}
\left(1-\xi_{1}\right) \frac{1}{J} \mathbf{g}_{1} & \text { in } & c_{\text {right }}(e)  \tag{3.3}\\
\xi_{1} \frac{1}{J} \mathbf{g}_{1} & \text { in } & c_{\text {left }}(e) \\
0 & & \text { elsewhere }
\end{array} \quad \boldsymbol{\psi}_{e}=\left\{\begin{array}{rll}
\frac{1}{J} \mathbf{g}_{1} & \text { in } & c_{\text {right }}(e) \\
\frac{1}{J} \mathbf{g}_{1} & \text { in } & c_{\text {left }}(e) \\
0 & & \text { elsewhere }
\end{array}\right.\right.
$$



Figure 2. Equivalent first order quadrature rules and distorted grid cells.
In [4] the value $\frac{1}{J}$ is in fact approximated by a constant in each half-cell which allows the integrals over cells to be computed exactly. The basic advantage of CVMFE is the observed $O\left(h^{2}\right)$ convergence (4] in terms of pressure and fluxes on highly nonuniform grids and in the presence of strong coefficient jumps. Moreover it possesses optimal spectral resolution properties in a whole range of the discrete harmonics and provides accurate solutions on mildly distorted grids. The main drawbacks of CVMFE are the lack of the Linear Preservation (LP) property and nonsymmetric discrete metric tensor.

It is possible to derive CVMFE alternatively as a "low order" approximation to conventional mixed finite element (MFE) method [12]. Thorough
analysis of relations between finite volume and finite element methods with different quadrature rules can be found in [2] where it was shown that most FE methods in primal and dual formulations can be written in the "factorized" form, or as a flux differences in terms of finite volume methods.

In [8] it was shown that there exist quadrature rules for the MFE integrals with first order algebraic accuracy which result in partial error cancellation property, namely they result in the discrete system which is identical to that resulting from $\mathrm{RT}_{0}$ bases and flux test functions defined by (3.3) with certain first order quadrature rules, which are shown on Fig. 2

The resulting discrete system coincides with CVMFE [4] on grids with affine cells, the discrete metric tensor is symmetric positive definite on admissible cells. Moreover the scheme is Linearity Preserving and is more accurate than the original CVMFE on distorted grids. The set of admissible grids is wider for this scheme as compared to conventional finite elements in the following sense: the necessary condition for the convergence of discrete solutions in the case $\beta=0$ in fully discrete norms is that the Jacobian of the local mapping in the cell edge centers is bounded from below by a positive constant (see Fig. 2). The convergence proof is similar to that in 13 and the invertibility of local mapping for each element is not required, i.e., the cell shown on Fig. 2 (center), is admissible and the local discrete metric tensor is positive definite and has condition number of the order of unity in this case. An example of degenerate cell is shown on Fig. 2 (right).

Similar conclusions are valid in the primal formulation, i.e., for the bilinear finite element method and control volume finite element method.

## 4 Analytical Estimates for the Equivalent WellBlock Radius $r_{0}$ in Isotropic Darcy Flow

In the case of infinite uniform grid with square cells and isotropic Darcy flow the generic dimensionless discrete system which comprises several well known approximation schemes can be written as follows:

$$
\begin{align*}
& -(2+2 w) P_{i j}+w\left(P_{i-1 j}+P_{i+1 j}+P_{i j-1}+P_{i j+1}\right) \\
& +\frac{1-w}{2}\left(P_{i-1 j-1}+P_{i+1 j-1}+P_{i-1 j+1}+P_{i+1 j+1}\right)= \\
& s Q_{i j}+(1-s)\left(\frac{36}{64} Q_{i j}+\frac{6}{64}\left(Q_{i-1 j}+Q_{i+1 j}+Q_{i j-1}+Q_{i j+1}\right)\right.  \tag{4.1}\\
& \left.+\frac{1}{64}\left(Q_{i-1 j-1}+Q_{i+1 j-1}+Q_{i-1 j+1}+Q_{i+1 j+1}\right)\right),
\end{align*}
$$

where $i, j$ are the grid node(cell) indices.

We seek the solution $P_{i j}$ to (4.1) in the infinite computational domain $-\infty \leq i, j \leq+\infty$ with the following right hand side $Q$

$$
\begin{equation*}
Q_{00}=1, \quad Q_{i j}=0, i^{2}+j^{2}>0 \tag{4.2}
\end{equation*}
$$

The problem (4.1),(4.2) is closed with the following condition

$$
\begin{equation*}
P_{00}=0, \quad \lim _{r \rightarrow \infty} \frac{P_{i j}}{r}=0, \quad r=\Delta x \sqrt{i^{2}+j^{2}} \tag{4.3}
\end{equation*}
$$

where $\Delta x$ is the side of the square grid cell.
The solution to problem (4.1)-(4.3) exists and is unique [1]. Similar to [1] our objective is to find the value $r_{0}$ such that the following equality is valid

$$
\begin{equation*}
\lim _{r \rightarrow \infty}\left(P_{i j}-\frac{1}{2 \pi} \ln \frac{r_{0}}{r}\right)=0, \quad r=\Delta x \sqrt{i^{2}+j^{2}} \tag{4.4}
\end{equation*}
$$

Equation (4.1) leads to some popular schemes, in particular the values $s=$ $1, w=1$ correspond to conventional finite difference scheme (FD), $s=0, w=$ $\frac{1}{3}$ is the bilinear finite element (BFE) scheme, while $s=0, w=\frac{1}{2}$ correspond to the control volume finite element method (CVFE) and the control volume mixed finite element method (CVMFE). In the latter case equation (4.1) is deduced from the extended system by elimination of flux variables. In order to underline the difference between the single-cell production term and multiple-cell production term we include the schemes CVFE' and BFE' which are defined by the parameters $s=1, w=\frac{1}{2}$ and $s=1, w=\frac{1}{3}$, respectively.

Andreev [1] derived the asymptotic expansion for the case $s=1$. It can be generalized for the general case $s \neq 1$ by adding a constant $c$,

$$
P_{i j}=c+\frac{1}{2 \pi}\left(\ln \frac{\Delta x}{r}-\frac{3}{2} \ln 2-\gamma+\frac{1}{2} \ln w\right)+O\left(\frac{\Delta x^{2}}{r^{2}}\right), r=\Delta x \sqrt{i^{2}+j^{2}}
$$

where $\gamma=0.57722156649 \ldots$ is the Euler constant. The value of $c$ for several approximation schemes was computed in [8] using the analytical solutions from [1] and superposition principle. Comparing the above equality with (4.4) we obtain that

$$
\frac{r_{0}}{\Delta x}=e^{-\gamma-\frac{3}{2} \ln 2+\frac{1}{2} \ln w+2 \pi c}
$$

A simple approximate solution approach for finding $r_{0}$ was suggested in [10] using the observation that discrete solution in the near well cells is close to the analytical solution. Omitting the derivation details we obtain

$$
\frac{r_{0}}{\Delta x}=e^{-\frac{\pi}{1+w}\left(s+(1-s) \frac{9}{16}\right)+\frac{1-w}{2(1+w)} \ln 2}
$$

All results are summarized in Table 1.

| Scheme | $\frac{r_{0}}{\Delta x}$, exact value | exact value | $\frac{r_{0}}{\Delta x}$, Peaceman | error \% |
| :--- | :---: | :---: | :---: | :---: |
| BFE | $\frac{(2+\sqrt{3})^{\frac{5 \sqrt{3}}{16}} e^{-\gamma+\frac{3 \pi}{32}}}{2 \sqrt{6}}$ | 0.313833 | $2^{1 / 4} e^{-27 \pi / 64}$ | 0.68 |
| BFE' | $\frac{e^{-\gamma}}{2 \sqrt{6}}$ | 0.114607 | $2^{1 / 4} e^{-3 \pi / 4}$ | 1.65 |
| FD | $\frac{e^{-\gamma}}{2 \sqrt{2}}$ | 0.198506 | $e^{-\pi / 2}$ | 4.72 |
| CVMFE | $\frac{1}{4} e^{\frac{1}{8}(4-8 \gamma+\pi)}$ | 0.3427305 | $2^{1 / 6} e^{-3 \pi / 8}$ | 0.83 |
| CVFE' | $\frac{e^{-\gamma}}{4}$ | 0.140365 | $2^{1 / 6} e^{-2 \pi / 3}$ | 1.52 |

Table 1. Equivalent radius for different numerical schemes and Darcy flow.

## 5 Calibration Procedure Based on the Solution of Auxiliary Problem

The equivalent radius does depend on the discrete representation of point sources/sinks. The most natural discrete approximation to the $\delta$-function is by the piecewise-constant hat function, which is illustrated in Fig. 3. Rigorous analysis and convergence proofs for such approximations as applied to the Darcy law case can be found in [5]. We write the contribution to the right hand side $f$ in (2.1) from a single well as follows

$$
\begin{gathered}
f=\frac{Q}{H} \phi\left(\mathbf{r}-\mathbf{r}_{0}\right), \\
\phi(\mathbf{r})=\left\{\begin{array}{ll}
\frac{\left(\lambda_{1}+\lambda_{2}\right)^{2}}{4 d^{2} \lambda_{1} \lambda_{2}}, & \mathbf{r} \in \Omega_{h}(K) \\
0, & \mathbf{r} \notin \Omega_{h}(K)
\end{array}, \Omega_{h}(K)=\left\{\mathbf{r}:\left|\mathbf{a}_{i} \cdot \mathbf{r}\right|<\frac{d \lambda_{i}}{\lambda_{1}+\lambda_{2}}\right\} .\right.
\end{gathered}
$$

Here $\mathbf{r}_{0}$ is the well location, $H$ is the height of the perforated zone (fully penetrating vertical wells are assumed), $Q$ is the mass rate of the well, $\mathbf{a}_{i}, \lambda_{i}$ are the unit eigenvector and eigenvalue of $K$ in the vicinity of the well, respectively, or

$$
K=A \Lambda A^{T}, A=\left(\mathbf{a}_{1}, \mathbf{a}_{2}\right), \Lambda=\operatorname{diag}\left(\lambda_{i}\right), A^{T} A=I
$$

while $d$ is chosen such that the well block can be placed inside $\Omega_{h}(K)$, e.g., on square grid $d=\Delta x$.

The reason for this choice of hat function is that it is non-zero in the square in the transformed coordinates

$$
\begin{equation*}
\mathbf{r}^{\prime}=\Lambda^{-\frac{1}{2}} A^{T} \mathbf{r} \tag{5.1}
\end{equation*}
$$

This typically results in multiple-cell production terms for a single well and the estimates for $r_{0}$ differ from those in [1] and [11] since the superposition principle should be used for its computation in the linear case.


Figure 3 Discrete approximation to the production terms.

The basic motivation for this model of discrete sources and sinks is that numerical solutions in the vicinity of the well are more accurate compared to single-cell production term (typically by factor 4 to 7 on the grid with 1:3 aspect ratio shown on Fig. 3

The well models in the case of isotropic Forchheimer flow are based on the analytical solution for radial flow around isolated well [3]

$$
\begin{equation*}
p(r)=p_{R}+\frac{\mu}{k \rho} \frac{Q}{2 \pi H} \ln \left(\frac{r}{R}\right)+\frac{\beta Q|Q|}{\rho(2 \pi H)^{2}}\left(\frac{1}{R}-\frac{1}{r}\right), \tag{5.2}
\end{equation*}
$$

Using the assumption that the finite difference solution in the cells near the well block is close to the analytical solution (5.2), it was shown in [6] that the local behavior of the discrete solution is described by the dimensionless Forchheimer number of the well block defined as $F O=\frac{\beta k|Q|}{4 \Delta x \mu H}$. The equivalent radius $\alpha=r_{0} / \delta x$ was found as a solution to the nonlinear equation

$$
\frac{\pi}{2}(1+F o)=\ln \left(\frac{1}{\alpha}\right)+\frac{2}{\pi} F o\left(\frac{1}{\alpha}-1\right),
$$

In [6] the well model was derived also for the bilinear finite element approximations, or $\mathrm{BFE}^{\prime}$ in our notations since single-cell production term was used. The result looks as follows

$$
p_{0}=p_{w}+\frac{\mu}{k \rho} \frac{Q}{2 \pi H} \ln \left(\frac{r_{w}}{\alpha_{1} \Delta x}\right)+\frac{\beta Q|Q|}{\rho(2 \pi H)^{2}}\left(\frac{1}{\alpha_{2} \Delta x}-\frac{1}{r_{w}}\right)
$$

where $p_{0}, p_{w}$ are the well block pressure and flowing well pressure, respectively, $\alpha_{1}=2^{\frac{1}{4}} e^{\frac{-3 \pi}{4}}$ (see the same value in Table (1),$\alpha_{2}=\frac{8(\Gamma+\sqrt{2})}{4(\Gamma+\sqrt{2})\left(1+\frac{1}{\sqrt{2}}\right)+9 \pi^{2}}$, and $\Gamma \approx 1.35$ is the empirical calibration constant. The above results have
provided insight into the problem, however they cannot be used in the case of irregular and distorted grids. To this end we suggest to find $r_{0}$ via solution of small auxiliary system using the following procedure:


Figure 4.
(a) choose a window around the well block; (b) write discrete approximation to governing equations in this window; (c) specify Dirichlet boundary conditions using the analytical solution (5.2); (d) solve discrete system, find the pressure in the well block $p_{0}$ and find $r_{0}$ via $\frac{r_{0}}{R}=e^{\left(p_{0}-p_{R}\right) \frac{2 \pi H k \rho}{\mu Q}}$
Choosing the window size to be $3 \times 3$ cells results in accuracy which is comparable to that of the Peaceman method while using well block plus 2 cells in each direction typically allows to obtain 3 to 4 correct digits in $r_{0}$.

An attractive feature of this simple calibration procedure is that it can be used in the case of anisotropic permeability using the following analytical solution to (2.1) and (2.2)

$$
\begin{equation*}
p(\tilde{r})=p_{R}+\frac{\mu}{(\operatorname{det} K)^{\frac{1}{2}} \rho} \frac{Q}{2 \pi H} \ln \left(\frac{\tilde{r}}{R}\right)+\frac{\beta Q|Q|}{\rho(2 \pi H)^{2}}\left(\frac{1}{R}-\frac{1}{\tilde{r}}\right), \tilde{r}=\frac{\left(\mathbf{r}^{T} K^{-1} \mathbf{r}\right)^{\frac{1}{2}}}{\left(\operatorname{det} K^{-1}\right)^{\frac{1}{4}}} . \tag{5.3}
\end{equation*}
$$

This analytical solution is derived from (5.2) using the transformation of space variables (5.1). In this case the well model can be written as follows

$$
p_{w}=p_{0}+\frac{\mu}{(\operatorname{det} K)^{\frac{1}{2}} \rho} \frac{Q}{2 \pi H} \ln \left(\frac{\tilde{r}_{w}}{\tilde{r}_{0}}\right)+\frac{\beta Q|Q|}{\rho(2 \pi H)^{2}}\left(\frac{1}{\tilde{r}_{0}}-\frac{1}{\tilde{r}_{w}}\right)
$$

where $\tilde{r}_{w}$ is the mean well radius computed according to [11].

$$
\tilde{r}_{w}=\frac{1}{2}\left(\operatorname{cond}(K)^{\frac{1}{4}}+\operatorname{cond}(K)^{-\frac{1}{4}}\right) r_{w}=\frac{r_{w}}{2 \pi} \int_{0}^{2 \pi}\left(\frac{\left(\mathbf{z}^{T} K^{-1} \mathbf{z}\right)}{\left(\operatorname{det} K^{-1}\right)^{\frac{1}{2}}}\right)^{\frac{1}{2}} d \phi
$$

where $\mathbf{z}^{T}=(\cos (\phi), \sin (\phi))$. Now the calibration procedure is modified as follows: (a) fix constants $R$ and $p_{R}$; (b) solve discretized equations in a "window" around the well with Dirichlet BC specified by (5.3); (c) find pressure $p_{0}$ in the well block and find $\tilde{r}_{0}$ as a solution to nonlinear system (5.3) using the equality $p\left(\tilde{r}_{0}\right)=p_{0}$. It is important that the physical properties for the calibration procedure should be the same as for the reservoir simulation, i.e., the Forchheimer number or its generalizations should be the same in both cases.

## 6 Numerical Experiments

Typical well model validation scenario requires the following stages: a) derivation of the well model; b) numerical experiments with flow around isolated well; c) numerical simulation of 5 -spot flow on Cartesian/distorted grids using well models; d) validation using direct simulation of the 5 -spot flow on extremely refined radial grids near wells. Table 2 shows the comparison of computed data on $201 \times 201$ grid with analytical solutions which clearly shows that the multiple-cell production terms result in more accurate solutions.

| Scheme | $\frac{\left\\|p_{h}-p\right\\|_{L_{1}}}{\\|p\\|_{L_{1}}}, \%$ | $\frac{\left\\|p_{h}-p\right\\|_{L_{2}}}{\\|p\\|_{L_{2}}}, \%$ | $\frac{\left\\|p_{h}-p\right\\|_{C}}{\\|p\\|_{C}}, \%$ |
| :---: | :---: | :---: | :---: |
| BFE | 0.0049 | 0.039 | 0.41 |
| BFE' | 0.0074 | 0.164 | 2.31 |
| FD | 0.0060 | 0.079 | 0.93 |
| CVFE' | 0.0032 | 0.054 | 0.74 |
| CVMFE | 0.0026 | 0.018 | 0.23 |

Table 2. Discrete norms of errors for different schemes. (201 $\times 201$ cells)

| Injection rate | $0.05 \mathrm{mmscf} / \mathrm{day}$ |
| :--- | :---: |
| Number of injection wells | 4 |
| Injection well coordinates (ft) | $(0,0)(200,0)(0,200)(200,200)$ |
| Number of production wells | 1 |
| Production rate | $4 \times 0.05 \mathrm{mmscf}$ |
| Production well coordinates (ft) | $(100,100)$ |
| Well radius | 0.35 ft |
| Reservoir dimensions | $200 \mathrm{ft} \times 200 \mathrm{ft} \times 1 \mathrm{ft}$ |
| Initial pressure, $p_{I}$ | 5000 psia |
| Fluid density | $1.783926 \times 10^{-1} \mathrm{~g} / \mathrm{cm}^{3}$ |
| Fluid density |  |
| at 1atm, $60^{\circ} \mathrm{F}$ | $6.76361 \cdot 10^{-4} \mathrm{~g} / \mathrm{cm}^{3}$ |
| Fluid viscosity | $2.5574794 \times 10^{-2} \mathrm{cp}$ |
| $k_{11}, k_{22}(m D)$ | 10,10 or 10,100 |
| $k_{12}=k_{21}$ | 0 |
| Forchheimer coefficient $\beta\left[\mathrm{ft}^{-1}\right]$ | $0,1.71 \cdot 10^{10}, 1.71 \cdot 10^{11}$ |
| Boundary conditions | No-flow at all boundaries |

Table 3. Simulation conditions.

Two different sample coarse grid configurations for the same 5-spot flow
are shown in Fig. 5


Figure 5 Different grids for 5 -spot well configuration.

All data for this problem are presented in Table 3.
The well model validation results in the isotropic case for the CVMFE scheme are presented in Table 4. Production terms and well model are used on the $11 \times 11$ Cartesian grid while in direct simulation fluxes through well boundaries are specified. In this case the bottom-hole pressure $p_{w}$ is the well model quality indicator. Very fine grids were used for direct simulation, typical cell size near well was about $r_{w} / 50$.

| $\beta$ | $p_{0}-p_{I}$ | $r_{0} / \Delta x$ | $p_{w}-p_{I}$ | $p_{w}-p_{I}$, <br> direct <br> simulation | err \% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -121.683 | 0.342926 | -262.149 | -262.602 | 0.17 |
| $1.71 \cdot 10^{10}$ | -132.067 | 0.35065 | -490.176 | -490.694 | 0.11 |
| $1.71 \cdot 10^{11}$ | -225.451 | 0.37137 | -2542.4 | -2543.5 | 0.04 |
| $1.71 \cdot 10^{11}$ |  |  | $-2560[6]$ |  |  |

Table 4. Comparison of simulation results.

| $b$ | $\beta$ | $p_{0}-p_{I}$ | $r_{0} / \Delta x$ | $p_{w}-p_{I}$ | $p_{w}-p_{I}$, di- <br> rect <br> simulation | err \% |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $1.71 \cdot 10^{11}$ | -387.46 | 0.376743 | -2543.1 | -2543.5 | 0.01 |
| 0.43 | $1.71 \cdot 10^{11}$ | -402.745 | 0.358036 | -2543.1 | -2543.5 | 0.01 |

Table 5. Results for the distorted grid simulations.

The numerical results illustrating the influence of the grid distortion on the accuracy of the calibration procedure in the isotropic case are presented in Table 5. Here $b \Delta x$ is the value of the quasi-random displacement for the
grid nodes. The initial $23 \times 23$ Cartesian grid and the resulting distorted grid are shown on Fig. 5

Both grids along with discrete pressure and pressure errors are presented on Fig. 6. The pressure errors for the 5 -spot flow are computed via comparison with very fine grid results.


Figure 6: Pressure contour maps and error maps for regular and distorted grid simulations.

The pressure errors are only 3 times larger as compared to the results on square-cell grids. This is quite good, given that the distorted grid contains a lot of poorly shaped and non-convex cells.

The well model validation in the anisotropic case is more difficult since the normal flux distribution through the well boundary is not known. Hence in direct simulation $p_{w}$ from the well model is specified while the predicted $Q$ becomes the quality measure. Another observation is that as a rule of thumb the window around the well in the calibration procedure should be much larger as compared to the isotropic case for the same well model accuracy. The preliminary results of simulation on the $47 \times 47$ grid with square cells
are presented in Table 6

| $\beta$ | $r_{0} / \Delta x$ | $p_{w}-p_{I}$ | exact $Q$ | predicted $Q$ | err $\%$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1.71 \cdot 10^{11}$ | 0.46 | -2072 | 0.2 | 0.20015 | 0.076 |

Table 6. Validation results for $k_{11}=10, k_{22}=100$.

## 7 Conclusions

Asymptotic methods and the superposition principle allow the derivation of exact expressions for the equivalent radius $r_{0}$ for various approximation schemes on Cartesian grids.

An inexpensive black-box calibration procedure allows $r_{0}$ to be computed in general grid configurations for non-Darcy flows, including anisotropic cases.

The CVMFE approximation scheme provides optimal resolution for nearwell flow, including the case of distorted grids. The derivation of CVMFE via low-order "cancellation" quadrature rules for MFE integrals can improve accuracy on highly distorted grids and can make the admissible set of grids in $2-\mathrm{D}$ and $3-\mathrm{D}$ much wider.

Direct simulation of Forchheimer flows is very expensive with high order approximation schemes being desirable.
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# Mathematical Treatment of Diffusion Processes of Gases and Fluids in Porous Media 

Norbert Herrmann


#### Abstract

The transport of fluids and gases in narrow pore systems is described by the transport equation and the material balance equation. In this paper we start with a typical example of such a process and develop the underlying parabolic partial differential equation and the corresponding initial and boundary conditions. Afterwards we describe how to reformulate the problem into a Fredholm integral equation of the first kind, which leads to the boundary element method. Whereas there exists an almost complete approach to the finite difference method and the finite element method, comparably little is known for the BEM. We use the collocation method to solve the Fredholm integral equation of the first kind and present a convergence theorem.

A computer program shows that the the predicted error is in good agreement with the calculated result.


KEYWORDS: parabolic equation, boundary element method, collocation method

## 1 The Physical Problem

For a given gas $A$ the general gas law is well-known:

$$
\begin{equation*}
\text { gas law } \quad p \cdot V=n \cdot k \cdot T \tag{1.1}
\end{equation*}
$$

where $p$ is the pressure, $V$ the volume, $n$ the number of molecules, $k$ the gas constant, and $T$ the temperature. The concentration $c$ is defined as

$$
\begin{equation*}
c=\frac{n}{V}=\frac{p}{k T} . \tag{1.2}
\end{equation*}
$$

The transport of gases obeys the following equation:

$$
\begin{equation*}
\text { transport equation } \quad \vec{j}=-D^{e f f} \cdot \operatorname{grad} c \tag{1.3}
\end{equation*}
$$

where we denote by $\vec{j}$ the flux of the gas and by $D^{e f f}$ the (effective) diffusion coefficient.

A complete description of the gas transport has also to bear in mind the effect of adsorption $a$, because for an isothermic process we have

$$
\begin{equation*}
a=f(c) \tag{1.4}
\end{equation*}
$$

and this function $f$ is normally a nonlinear one. If we would like to include $f$, we would get a nonlinear equation. Because we want to explain how the boundary element method could be applied, we omit the influence of adsorption $(f \equiv 0)$ to have a linear equation. Later we will show where linearity is needed.

The change of the concentration $c$ means that there are sinks or sources in the region. This is mathematically described by the divergence div $\vec{j}$ of the flux. So we get the equation

$$
\begin{equation*}
\text { balance equation } \quad \frac{\partial c}{\partial t}=-\operatorname{div} \vec{j} . \tag{1.5}
\end{equation*}
$$

Combining (1.3) and (1.5) leads to the following partial differential equation:

$$
\begin{equation*}
\frac{\partial c}{\partial t}=\operatorname{div}\left(D^{e f f} \operatorname{grad} c\right) \tag{1.6}
\end{equation*}
$$

which is a parabolic partial differential equation.
At the start of the process we know the concentration from the experiment which gives us the initial condition

$$
c= \begin{cases}c_{i} & \text { for } t=0 \text { in the interior }  \tag{1.7}\\ c_{R} & \text { for } t=0 \text { on the boundary }\end{cases}
$$

As the first boundary condition we demand that no change of concentration take place in the centre of symmetry, say the origin:

$$
\begin{equation*}
\operatorname{grad} c(0, t)=0 \quad \text { in the centre of symmetry and for all } t \tag{1.8}
\end{equation*}
$$

The second boundary condition originates from a balance equation

$$
\begin{equation*}
D^{e f f} \cdot \operatorname{grad} c=-C \cdot \frac{\partial c}{\partial t} \quad \text { on the boundary for all } t \tag{1.9}
\end{equation*}
$$

where $C$ is a constant with respect to time and space.
The above consideration can be summarized in the following system of equations:

$$
\begin{aligned}
& \frac{\partial c}{\partial t}=\operatorname{div}\left(D^{e f f} \operatorname{grad} c\right), \\
& c= \begin{cases}c_{i}, & \text { for } t=0 \text { in the interior } \\
c_{R}, & \text { for } t=0 \text { on the boundary. }\end{cases} \\
& \operatorname{grad} c(0, t)=0 \quad \text { in the centre of symmetry and for all } t . \\
& D^{e f f} \cdot \operatorname{grad} c=-C \cdot \frac{\partial c}{\partial t} \quad \text { on the boundary for all } t .
\end{aligned}
$$

Two essential difficulties appear in this system:

1. The initial condition is not continuous.
2. The boundary conditions and are both of Neumann type.

## 2 The Boundary Integral Equation

Let us consider the following model problem:

$$
\begin{aligned}
\dot{u}-\Delta u & =f & & \text { in } \Omega \times I \\
u(x, t) & =g(x, t) & & \text { on } \Gamma \times I \\
u(x, 0) & =0 & & \text { for } x \in \Omega .
\end{aligned}
$$

In the finite element method (FEM) we transform this model problem into a weak form by multiplying both sides with a test function $v$ and integrating over the whole domain $\Omega$. Here we do exactly the same. But since our problem is time dependent, we need a further integration over the time and so come to the equation

$$
\int_{0}^{t_{o}} \int_{\Omega}(\dot{u}(x, t)-\Delta u(x, t)) \cdot v\left(x, t_{o}-t\right) d x d t=\int_{0}^{t_{o}} \int_{\Omega} f(x, t) v\left(x, t_{o}-t\right) d x d t
$$

In the next step we use the above Green's formula instead of Green's formula in the FEM:

$$
\begin{aligned}
& \int_{0}^{t_{0}} g_{\Omega}\left[(\dot{u}(x, t)-\Delta u(x, t)) v\left(x, t_{o}-t\right)-u\left(x, t_{o}-t\right)(\dot{v}(x, t)-\Delta v(x, t))\right] d x d t \\
& \quad=\int_{0}^{t_{o}} \int_{\Gamma}\left[u(x, t) \cdot \frac{\partial v\left(x, t_{o}-t\right)}{\partial n}-\frac{\partial u(x, t)}{\partial n} \cdot v\left(x, t_{o}-t\right)\right] d \gamma d t .
\end{aligned}
$$

The next step consists in applying an appropriate test function. In the FEM we use a trial function from a certain Sobolev space, which fulfils the boundary conditions. Here we choose the Green's function for the (linear) differential operator $\dot{u}-\Delta u$, and this is the reason why we are so keen to have a linear problem. Otherwise, we have a trouble to find a Green function.

The Green function for the operator $\dot{u}-\Delta$ is well-known:

$$
G(x, t)= \begin{cases}\frac{1}{2 \sqrt{\pi t}} e^{-\frac{x^{2}}{4 t}} & t>0, x \in \mathbb{R} \\ 0 & t \leq 0, x \in \mathbb{R}\end{cases}
$$

This function is now used as the test function

$$
v\left(x_{o}, t_{o}-t\right):=G\left(x_{o}-x, t_{o}-t\right)
$$

The most important property of Green's function is the following identity:

$$
u\left(x_{o}, t_{o}\right)=\int_{0}^{t_{o}} \int_{\Omega} u\left(x, t-t_{o}\right)(\dot{G}-\Delta G) d x d t
$$

With this formula, we get the following representation formula:

$$
\begin{aligned}
u\left(x_{o}, t_{o}\right)= & \int_{0}^{t_{o}} \int_{\Omega} u\left(x, t-t_{o}\right)(\dot{G}-\Delta G) d x d t \\
= & \int_{0}^{t_{o}} \int_{\Gamma}\left[\frac{\partial u(x, t)}{\partial n} \cdot G\left(x_{o}-x, t_{o}-t\right)\right. \\
& \left.-u(x, t) \cdot \frac{\partial G\left(x_{o}-x, t_{o}-t\right)}{\partial n}\right] d \gamma d t \\
& +\int_{0}^{t_{o}} \int_{\Omega} f(x, t) \cdot G\left(x_{o}-x, t_{o}-t\right) d x d t .
\end{aligned}
$$

In the theory of integral equations, parts of the right-hand side are wellknown, so

$$
\begin{equation*}
K_{o}[u]\left(x_{o}, t_{o}\right):=\int_{0}^{t_{o}} \int_{\Gamma} \frac{\partial u(x, t)}{\partial n} \cdot G\left(x_{o}-x, t_{o}-t\right) d \gamma d t \tag{2.1}
\end{equation*}
$$

is called the single layer potential and

$$
\begin{equation*}
K_{1}[u]\left(x_{o}, t_{o}\right):=\int_{0}^{t_{o}} \int_{\Gamma} u(x, t) \cdot \frac{\partial G\left(x_{o}-x, t_{o}-t\right)}{\partial n} d \gamma d t \tag{2.2}
\end{equation*}
$$

is called the double layer potential. Indeed, if we consider the potential of a single plate the Gauß law gives exactly (2.1) and the same is true for the potential of a double layer (2.2).

We summarize a few theoretical results, which can be found in [1].
Theorem 2.1 The single layer potential

$$
K_{o}: H^{-\frac{1}{2},-\frac{1}{4}}(\Gamma) \rightarrow \widetilde{H}_{l o c}^{1, \frac{1}{2}}\left(\mathbb{R}^{n} \times I\right)
$$

and the double layer potential

$$
K_{1}: H^{\frac{1}{2}, \frac{1}{4}}(\Gamma) \rightarrow \widetilde{H}^{1, \frac{1}{2}}\left(\Omega, \partial_{t}-\Delta\right)
$$

are both continuous operators.

Theorem 2.2 (Plemelj-Sochozky) Let $\psi \in H^{-\frac{1}{2},-\frac{1}{4}}(\Gamma), w \in H^{\frac{1}{2}, \frac{1}{4}}(\Gamma)$, and $\gamma$ describe the restriction operator to the boundary $\Gamma$. We abbreviate by $[\gamma u]$ the difference of the boundary values on $\Gamma$, when coming from outside $\Omega^{o}$ and from inside $\Gamma^{i}$ :

$$
[\gamma u]:=\gamma\left(\left.u\right|_{\Omega^{o}}\right)-\gamma\left(\left.u\right|_{\Omega^{i}}\right)
$$

Then we have the following jump relations:

$$
\left[\gamma K_{o} \psi\right]=0, \quad\left[\gamma K_{1} w\right]=w
$$

Note that the above equation means that the single layer potential does not jump, but in the double layer potential we have a jump when going from outside and from inside to the boundary.

## 3 Neumann Problem of a Diffusion Process

We now apply these theoretical considerations to our model problem. Let $\Omega$ be a bounded convex domain in $\mathbb{R}^{2}$ and let its boundary $\Gamma=\partial \Omega$ be sufficiently smooth. Then we consider the following Neumann boundary value problem:

$$
\begin{array}{ll}
\frac{\partial c(x, t)}{\partial t}=D^{e f f} \cdot \Delta c(x, t), & \\
c(x, t) \in \Omega \times(0, T],  \tag{3.1}\\
c(x, 0)=c_{o}(x), & \\
\frac{\partial c(x, t)}{\partial n}=f(x, t), & \\
\hline \Omega, t) \in \Gamma \times(0, T] .
\end{array}
$$

We know from [3] that if $\Gamma=\partial \Omega \in C^{2}, f$ continuous, and $c_{o} \in C^{1}$ in an enviroment of $\Gamma$, then there exists a unique solution. The Green function is

$$
G(x, t):=\frac{1}{4 \pi D^{e f f} t} \exp \left(-\frac{|x|^{2}}{4 D^{e f f t}}\right) .
$$

With this function, we get our representation formula

$$
\begin{aligned}
c\left(x_{o}, t_{o}\right)= & -\int_{0}^{t} \int_{\Gamma} \frac{\partial}{\partial n} G\left(x-x_{o}, t-t_{o}\right) \cdot c(x, t) d \gamma_{x} d t \\
& +\int_{0}^{t} \int_{\Gamma} G\left(x-x_{o}, t-t_{o}\right) \frac{\partial}{\partial n} c(x, t) d \gamma_{x} d t \\
& +\int_{\Omega} G\left(x-x_{o}, t\right) \cdot c_{o}(x) d x, \quad x_{o} \in \Omega, 0<t_{o}<T
\end{aligned}
$$

For $x_{o} \rightarrow \Gamma$, we have to observe the jump relation and come to the following equation which is now valid for $x_{o} \in \Gamma$ :

$$
\begin{aligned}
\frac{1}{2} c\left(x_{o}, t_{o}\right)= & -p \cdot v \cdot \int_{0}^{t} \int_{\Gamma} \frac{\partial}{\partial n} G\left(x-x_{o}, t-t_{o}\right) \cdot c(x, t) d \gamma_{x} d t \\
& +\int_{0}^{t} \int_{\Gamma} G\left(x-x_{o}, t-t_{o}\right) \frac{\partial}{\partial n} c(x, t) d \gamma_{x} d t \\
& +\int_{\Omega} G\left(x-x_{o}, t\right) \cdot c_{o}(x) d x, \quad x_{o} \in \Gamma, 0<t_{o}<T
\end{aligned}
$$

Now, including the boundary conditions, we are led to an equation which
could be called the mathematical model of our problem:

$$
\begin{aligned}
\frac{1}{2} c\left(x_{o}, t_{o}\right) & +p \cdot v \cdot \int_{0}^{t} \int_{\Gamma} \frac{\partial}{\partial n} G\left(x-x_{o}, t-t_{o}\right) \cdot c(x, t) d \gamma_{x} d t \\
& =\int_{0}^{t} \int_{\Gamma} G\left(x-x_{o}, t-t_{o}\right) \cdot f(x, t) d \gamma_{x} d t \\
& +\int_{\Omega} G\left(x-x_{o}, t\right) \cdot c_{o}(x) d x, \quad x_{o} \in \Gamma, 0<t_{o}<T
\end{aligned}
$$

## 4 The Collocation Method

As a model problem, we consider a ball where our diffusion process should take place. Because of the symmetry we can restrict our attention to a two dimensional ball, i.e., a circle, so that the boundary $\Gamma$ is the circle line shown below:


We divide this line into $N$ parts by fixing the points $x_{1}, x_{2}, \ldots, x_{N+1}=x_{1}$. We call

$$
\Gamma_{j}:=\operatorname{arc}\left(x_{j}, x_{j+1}\right), \quad \Gamma_{j}^{\prime}:=\overline{x_{j}, x_{j+1}} .
$$

It is not necessary that all the parts are of equal size, but they should be quasiuniform, i.e., we demand:

$$
\max _{j}\left|\Gamma_{j}\right| / \min _{j}\left|\Gamma_{j}\right|<\text { const. }
$$

We introduce the abbreviations

$$
h:=\max _{j}\left|\Gamma_{j}^{\prime}\right|, \quad k:=T / M, t_{p}=p \cdot k, p=1, \ldots, M
$$

where $M$ is the number of time steps. As the first approximation we consider the polygon $\Gamma^{\prime}$, formed by $\Gamma_{1}, \ldots, \Gamma_{N}$, instead of the circle line $\Gamma$, and solve the boundary integral on $\Gamma^{\prime}$. In the same way we have to use the inner region $\Omega^{\prime}$ of $\Gamma^{\prime}$ instead of $\Omega$. Then we use the ansatz

$$
\widetilde{x}\left(x^{\prime}, t\right):=\sum_{p=1}^{M} \sum_{j=1}^{N} c_{j}^{p} \Phi_{j}^{p}\left(x^{\prime}, t\right),
$$

where $\Phi$ consists of the following functions:

$$
\Phi_{j}^{p}\left(x^{\prime}, t\right)=\varphi_{j}\left(x^{\prime}\right) \cdot \chi_{p}(t), \quad x^{\prime} \in \Gamma^{\prime}, t \in(0, T]
$$

with $\varphi_{j}$ being the linear spline basis functions on $\Gamma^{\prime}, j=1, \ldots, N \chi_{p}$ the constant spline basis functions on $[0, T], p=1, \ldots, M$. We define the finite dimensional ansatz space

$$
V^{N, M}:=\operatorname{span}\left\langle\Phi_{j}^{p}\right\rangle_{j, p}
$$

Now, our question consists in finding

$$
\left(c_{j}^{p}\right)_{1 \leq j \leq N, 1 \leq p \leq M} .
$$

such that

$$
\begin{aligned}
& \frac{1}{2} c_{j}^{p}+p \cdot v \cdot \int_{0}^{t} \int_{\Gamma^{\prime}} \frac{\partial}{\partial n^{\prime}} G\left(x^{\prime}-x_{j}, t-t_{p}\right) \cdot \widetilde{c}\left(x^{\prime}, t\right) d \gamma_{x^{\prime}} d t \\
&=\int_{0}^{t} \int_{\Gamma^{\prime}} G\left(x^{\prime}-x_{j}, t-t_{p}\right) \cdot\left(P_{h} f\right)\left(x^{\prime}, t\right) d \gamma_{x}^{\prime} d t \\
& \quad+\int_{\Omega^{\prime}} G\left(x^{\prime}-x_{j}, t_{p}\right) \cdot c_{o}\left(x^{\prime}\right) d x^{\prime} .
\end{aligned}
$$

This equation looks complicated and indeed it is complicated. It is a simple system of $n \cdot M$ linear equations with the $N \cdot M$ unknowns $c_{j}^{p}$, but the entries of the system matrix are singular integrals where we have to use their principal values. On the other hand, this procedure is not as tedious as the application of the finite element method for solving the boundary integral equation. The FEM leads to double integrals over the boundary combined with a time integration.

## 5 Convergence

Important not only for the theoretical background but also for the numerical approximation is the following result, which states the stability of the collocation method:

Theorem 5.1 There exists $\varepsilon_{o}>0$ such that, for all grids on $\Gamma \times[0, T]$, with

$$
\begin{equation*}
\varepsilon_{o}>\varepsilon:=\sqrt{k} / h>0 \tag{5.1}
\end{equation*}
$$

the coefficient matrix $K_{N}$ is diagonally dominant and we have

$$
\left\|K_{N}^{-1}\right\|_{\infty}<C
$$

where the constant $C>0$ is independent of $h, k$, and $N$.

The restriction (5.1) arises typically in the finite difference method. It means that we can not refine the space step $h$ without refining the time step. In the finite difference method this is needed to ensure the stability, and here we also see that we get stability in that the inverse of the coefficient matrix is uniformly bounded independent of $N$.

From the above theorem we conclude the convergence result, which gives linear convergence of the collocation method, linear in space and time.

Theorem 5.2 Let $u$ be the exact solution of (3.1), $u_{h}:=P_{h} u$ (the projection of $u$ onto $\left.V^{N, M}\right)$, and $e\left(x^{\prime}, t\right):=u_{h}\left(x^{\prime}, t\right)-u(x, t), x^{\prime} \in \Gamma^{\prime}, t \in I$. There exists a positive constant $C>0$ such that

$$
\|e\|_{\infty}:=\max _{x^{\prime} \in \Gamma^{\prime}, t \in I}\left|e\left(x^{\prime}, t\right)\right|<C \cdot(h+k)
$$

## 6 Numerical Results

With the help of a computer program we solve the following problem: Given a ball of radius one and an oval shown below, we choose $u \equiv 1$ to be the solution and adapt the boundary and initial conditions, respectively. Therefore, we are able to compare the exact solution with the approximate solution and it is possible to calculate the $L^{\infty}$-norm for their difference. The result is shown in the figure below. It can be seen that we have indeed a good agreement with the theoretical result in Theorem 5.2.

$\|e\|_{\infty}$
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Shape 2
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# Implementation of a Locally Conservative Eulerian-Lagrangian Method Applied to Nuclear Contaminant Transport 
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#### Abstract

Recently, in the study of computational geosciences, a new Locally Conservative Euler-Lagrangian Method (LCELM) 33 was introduced by Douglas, Pereira, and Yeh. They have shown superior results to those using the Modified Method of Characteristics (MMOC) and the Modified Method of Characteristics with Adjust Advection (MMOCAA) for the problem of two-phase, immiscible, incompressible flow in porous media. The object of this paper is to implement the LCELM applied to the transport of a high-level nuclear decay chain for the purpose of locally conserving the mass of each element in the chain. This method is coupled with mixed finite elements for the spatial discretization of each concentration equation and for the pressure equation. Computational results comparing the LCELM, the MMOC, and the MMOCAA are presented.
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## 1 Introduction

This work is an extension of the work done in [4, where the modified method of characteristics (MMOC) and a modified method of characteristics with adjusted advection (MMOCAA) were applied to approximate a finite number of concentrations corresponding to elements in a nuclear decay chain. See [8] for the development and proof of convergence of the MMOCAA in this miscible displacement problem.

High-level nuclear waste is contained in engineering barriers and then it is buried. For the purpose of assessing nuclear waste repository sites, we are interested in tracking the contaminants that might escape containment and enter saturated groundwater flows. In particular, an important chain, namely

$$
{ }^{234} U \rightarrow{ }^{230} T h \rightarrow{ }^{226} R a,
$$

is considered in [5, 6].
We let $\Omega$ denote our domain which represents the reservoir. Let $d(x)$, $x \in \Omega$ be the local elevation. Since we are considering contaminants that have half-lives on the orders of tens of thousands of years, a change in temperature will not affect any of the decay factors. Therefore, we assume that the phenomena occur at a constant temperature. Furthermore, we assume that we are dealing with very low concentrations of each contaminant. This implies that the viscosity $\mu$ and the density $\rho$ of the fluid are independent of the concentrations. Let $N_{c}$ be the number of contaminants in the decay chain, and let $c_{\alpha}, \alpha=1, \ldots, N_{c}$ be the $\alpha^{\text {th }}$ element. Furthermore, denote by $q=q(x, t)$ a macroscopically distributed source term; $q$ is positive at injection points and negative at production points. Let $J=(0, T]$ be the time interval of interest.

Recently, a fast, accurate, and stable numerical method [3], the locally conservative Eulerian-Lagrangian method (LCELM) for transport-dominated diffusive systems was derived. The LCELM retains the computational efficiency of the MMOC and its variant, the MMOCAA. Moreover, the LCELM preserves the desired conservation principles locally, while the MMOCAA conserves them globally, and the MMOC does not at all.

It should be noted that the restriction of the LCELM to miscible flow in porous media is essentially the same as the characteristics-mixed method in [1]. The fundamental difference between these new methods and the MMOC and the MMOCAA is that the new methods consider the partial differential system in divergence form and then split the transport from the diffusion, rather than relate to the nondivergence form and make use of the characteristics associated with the first-order transport part of the system in a fractional step procedure that splits the transport from the diffusive part of the system. It is the use of the divergence form that allows the localization of the transport so that the desired conservation property can also be localized.

This paper closely follows the computational ideas in [3]. There, immiscible displacement is considered; here, the flow is miscible and there is a finite number of contaminants to trace, giving a vector concentration. The LCELM applied to high-level nuclear contaminant transport is an alteration of the original MMOC and MMOCAA for miscible flow [4] that achieves local mass conservation of each component in the system. A set of comparisons showing the MMOC, the MMOCAA, and the LCELM are given for the first element in the decay chain.

The organization of the paper is as follows. The flow system is described in $\S 2$. The finite element spaces to be used for the spatial discretization are introduced in $\S 3$. In $\S 4$, the problem is discretized in time and the details of the LCELM procedure are given; in $\S 4.1$, the LCELM will be described in the differential setting, followed by the LCELM transport step in $\S 4.2$, the diffusive step in $\S 4.3$, and the pressure calculation in $\S 4.4$. Numerical results are given in $\S 5$; comparisons of the MMOCAA, MMOC, and LCELM will be presented.

## 2 The Flow System

For $\alpha=1, \ldots, N_{c}$, the following equations govern the flow of a high-level nuclear decay chain through porous media:

$$
\begin{array}{cl}
u=-\left(\frac{k}{\mu}(\nabla p+\rho g \nabla d)\right), & x \in \Omega, \quad t \in J, \\
\nabla \cdot u=q, & x \in \Omega, \quad t \in J, \\
\nabla_{t, x} \cdot\binom{\phi r_{\alpha} c_{\alpha}}{c_{\alpha} u}-\nabla \cdot\left(D_{\alpha}(u) \nabla c_{\alpha}\right) & \\
=-\lambda_{\alpha} r_{\alpha} c_{\alpha}+\lambda_{\alpha-1} r_{\alpha-1} c_{\alpha-1}+\widetilde{c}_{\alpha} q, \quad x \in \Omega, \quad t \in J,  \tag{2.1b}\\
c_{\alpha} u \cdot n_{\Omega}=\left(D_{\alpha}(u) \nabla c_{\alpha}\right) \cdot n_{\Omega}=0, & x \in \partial \Omega, \quad t \in J, \\
c_{\alpha}(x, 0)=c_{\alpha, 0}(x), & x \in \Omega,
\end{array}
$$

where $\lambda_{0}=r_{0}=c_{0}=0$ and $n_{\Omega}$ is the outward unit normal to $\Omega$. In (2.1a), $p=p(x, t)$ is the pressure, $g$ is the gravitational constant, $k=k(x)$ is the permeability of the medium, and $\phi=\phi(x)$ is the porosity of the medium. Then, with $u=u(x, t)$ denoting the volumetric flow rate, the first equation represents Darcy's law, and the second reflects the incompressibility of the fluid. For $\alpha=1, \ldots, N_{c}$, equations (2.1b) are the mass-balance equations for the concentration $c_{\alpha}$ of the $\alpha^{t h}$ contaminant in a chain that consists of $N_{c}$ elements starting with $c_{1}$. Note that (2.1b) is in divergence form. Let $\lambda_{\alpha}$, for $\alpha=1, \ldots, N_{c}$ be the decay constant of the $\alpha^{t h}$ element. Also, since each species has the potential to adhere to the rock during the flow process, we denote by $r_{\alpha}$ the retardation factor of the $\alpha^{t h}$ contaminant for $\alpha=1, \ldots, N_{c}$. For simplicity, the boundary conditions reflect the assumption that the periphery of the reservoir is impermeable. Compatibility to incompressibility
requires that

$$
\begin{equation*}
\int_{\Omega} q d x=0 . \tag{2.2}
\end{equation*}
$$

Following [7] for each contaminant, we assume $D_{\alpha}=D_{\alpha}(\phi, u)$, for $\alpha=$ $1, \ldots, N_{c}$, is the $\operatorname{dim}(\Omega) \times \operatorname{dim}(\Omega)$ matrix,

$$
\begin{equation*}
D_{\alpha}=\phi(x)\left[d_{\alpha, \mathrm{mol}} I+|u|\left(d_{\alpha, \text { long }} E(u)+d_{\alpha, \text { trans }} E^{\perp}(u)\right)\right] \tag{2.3}
\end{equation*}
$$

representing diffusion. In (2.3), $d_{\alpha, \text { mol }}$ is the molecular diffusion coefficient, and $d_{\alpha, \text { long }}$ and $d_{\alpha, \text { trans }}$ are, respectively, the longitudinal and transverse dispersion coefficients for the $\alpha^{t h}$ contaminant. The matrix $E$ is the projection along the direction of flow given by

$$
\begin{equation*}
E(u)=|u|^{-2}\left[u_{i} u_{j}\right], \tag{2.4}
\end{equation*}
$$

and $E^{\perp}=I-E$. Usually, $d_{\alpha, \text { long }}$ is considerably larger than $d_{\alpha, \text { trans }}$. The term $\widetilde{c}_{\alpha}$ is the specified concentration of the $\alpha^{t h}$ contaminant whenever $q$ is positive, and it is the unknown concentration $c_{\alpha}$ when $q$ is negative. Finally, the last equation in (2.1b) specifies the initial condition.

## 3 Spatial Discretization by Mixed Finite Elements

For simplicity, we do not take gravity into account from this point. Below, we rewrite the flow equations in terms of flux vectors, because we use mixed formulations for our space and time discretizations:

$$
\begin{gather*}
\nabla \cdot u=q, \quad u=-\frac{k}{\mu} \nabla p  \tag{3.1}\\
\nabla_{t, x} \cdot\binom{\phi r_{\alpha} c_{\alpha}}{c_{\alpha} u}+\nabla \cdot v_{\alpha}=g_{\alpha}, \quad v_{\alpha}=-D_{\alpha}(u) \nabla c_{\alpha} \tag{3.2}
\end{gather*}
$$

where $g_{\alpha}=-\lambda_{\alpha} r_{\alpha} c_{\alpha}+\lambda_{\alpha-1} r_{\alpha-1} c_{\alpha-1}+\left(\widetilde{c}_{\alpha}-c_{\alpha}\right) q^{+}$. Our numerical procedure is developed starting from equations (3.1) and (3.2).

Let

$$
\Omega=[0, L X] \times[0, L Y],
$$

and set $H=\{H X, H Y\}$, where $H X=L X / N X$ and $H Y=L Y / N Y$. Then, let $X_{i}=i H X$ and $Y_{j}=j H Y$, and define the elements of the partition $\mathcal{T}=$ $\mathcal{T}(H)=\left\{M_{i j}: i=1, \ldots, N X, j=1, \ldots, N Y\right\}$ by $M_{i j}=\left[X_{i-1}, X_{i}\right] \times$
$\left[Y_{j-1}, Y_{j}\right] ; \mathcal{T}$ will serve for both the pressure and the concentration equations. Let

$$
\begin{aligned}
& \mathcal{V}=\mathcal{V}(H)=\left\{\vec{v} \in H(\operatorname{div}, \Omega):\left.\vec{v}\right|_{M_{i j}} \in \mathcal{P}_{1,0} \times \mathcal{P}_{0,1} \text { and } \vec{v} \cdot \vec{n}=0 \text { on } \partial \Omega\right\}, \\
& W=W(H)=\left\{w:\left.w\right|_{M_{i j}} \in P_{0}\right\} \subset L^{2}(\Omega),
\end{aligned}
$$

where $P_{k}$ denotes the set of polynomials of total degree $k$ and $\mathcal{P}_{k, \ell}$ denotes the tensor product of polynomials of degree $k$ in $x$ by those of degree $\ell$ in $y$. Then, set

$$
\mathcal{M}=\mathcal{M}(H)=\mathcal{V} \times W
$$

i.e., the lowest index Raviart-Thomas mixed finite element space over the partition $\mathcal{T}$.

We shall seek an approximate solution to the system (3.1), (3.2).

## 4 Discretization in Time

Following [2] 4], we employ a time-discretization procedure based on operator splitting ideas. To do this, let

$$
\begin{equation*}
\Delta t_{p}=a_{1} \Delta t_{d}, \quad \Delta t_{d}=a_{2} \Delta t_{t r}, \tag{4.1}
\end{equation*}
$$

where $a_{1}$ and $a_{2}$ are positive integers. Let $t^{m}=m \Delta t_{p}$ and denote by $f^{m}$ a function $f$ evaluated at time $t^{m}$. Similarly, let $t_{n}=n \Delta t_{d}, f_{n}=f\left(t_{n}\right)$, $f_{n, \kappa}=f\left(t_{n, \kappa}\right)$, where $t_{n, \kappa}=t_{n}+\kappa \Delta t_{t r}$, and $f_{m, n}=f\left(t_{m, n}\right)$, where $t_{m, n}=$ $m \Delta t_{p}+n \Delta t_{d}$.

The pressure is approximated at times $t^{m}, m=0,1, \ldots$, . For each concentration equation, the LCELM procedure is applied. It splits into transport microsteps and diffusive fractional steps, in which the concentration is computed at times $t_{n, \kappa}$ and $t_{n}$, respectively, $n=1,2, \ldots, \kappa=1, \ldots, a_{2}$. A detailed algorithm is given in the following subsections.

### 4.1 The Differential LCELM Procedure

Recall that the concentration equations can be written in the divergence form as

$$
\begin{equation*}
\nabla_{t, x} \cdot\binom{\phi r_{\alpha} c_{\alpha}}{c_{\alpha} u}-\nabla \cdot\left(D_{\alpha}(u) \nabla c_{\alpha}\right)=g_{\alpha} \tag{4.2}
\end{equation*}
$$

where $g_{\alpha}=-\lambda_{\alpha} r_{\alpha} c_{\alpha}+\lambda_{\alpha-1} r_{\alpha-1} c_{\alpha-1}+\widetilde{c}_{\alpha} q$ for $\alpha=1, \ldots, N_{c}$.

Then, the fractional stepping procedure for it corresponds to the transport equation

$$
\begin{equation*}
\nabla_{t, x} \cdot\binom{\phi r_{\alpha} c_{\alpha}}{c_{\alpha} u}=g_{\alpha} \tag{4.3}
\end{equation*}
$$

followed by the diffusive part given by

$$
\begin{equation*}
\phi r_{\alpha} \frac{\partial c_{\alpha}}{\partial t}+\operatorname{div} v_{\alpha}=0 \tag{4.4}
\end{equation*}
$$

Following the notation in [3], consider the space-time slice $\mathcal{Q}=\Omega \times$ $\left[t_{n, \kappa}, t_{n, \kappa+1}\right]$. Let $\mathcal{K}$ be a reasonably shaped, simply-connected subset of $\Omega$, and define a subset $\mathcal{D}=\mathcal{D}_{n, \kappa}(\mathcal{K})$ of $\mathcal{Q}$ as follows. For each $x \in \partial \mathcal{K}$, construct the solution $y(x ; t)$ of the final value problem

$$
\begin{equation*}
\frac{d y}{d t}=\frac{u}{\phi r_{\alpha}}, \quad t_{n, \kappa+1}>t \geq t_{n, \kappa}, \quad y\left(x ; t_{n, \kappa+1}\right)=x \tag{4.5}
\end{equation*}
$$

and set

$$
\begin{equation*}
\bar{x}_{n, \kappa}(x)=y\left(x ; t_{n, \kappa}\right) \tag{4.6}
\end{equation*}
$$

Then, let $\overline{\mathcal{K}}=\overline{\mathcal{K}}_{n, \kappa}$ be the interior of the set $\left\{\bar{x}_{n, \kappa}(x): x \in \partial \mathcal{K}\right\}$ and $\mathcal{D}$ the tube determined by $\mathcal{K}, \overline{\mathcal{K}}$, and the integral curves (4.5). (For $\Delta t_{t r}$ sufficiently small, the map $x \rightarrow \bar{x}_{n, \kappa}$ is one-to-one, so that this construction can be carried out.) Now, denote the outward normal to $\partial \mathcal{D}$ by $\sigma(x, t)$, note that it is orthogonal to the vector $\left(\phi r_{\alpha} c_{\alpha}, c_{\alpha} u\right)^{t}$ on the lateral surface of $\mathcal{D}$, and integrate (4.3) over $\mathcal{D}$ :

$$
\begin{align*}
& \int_{\mathcal{D}} \nabla_{t, x} \cdot\binom{\phi r_{\alpha} c_{\alpha}}{c_{\alpha} u} d x d t=\int_{\partial \mathcal{D}}\binom{\phi r_{\alpha} c_{\alpha}}{c_{\alpha} u} \cdot \sigma d A \\
& \quad=\int_{\mathcal{K}} \phi r_{\alpha} c_{\alpha}\left(t_{n, \kappa+1}, x\right) d x-\int_{\overline{\mathcal{K}}} \phi r_{\alpha} c_{\alpha}\left(t_{n, \kappa}, x\right) d x  \tag{4.7}\\
& \quad=\int_{\mathcal{D}} g_{\alpha} d x d t .
\end{align*}
$$

Thus, mass is conserved locally in the transport step, as defined in (4.3) above, if

$$
\begin{equation*}
\int_{\mathcal{K}} \phi r_{\alpha} c_{\alpha}\left(x, t_{n, \kappa+1}\right) d x=\int_{\overline{\mathcal{K}}} \phi r_{\alpha} c_{\alpha}\left(x, t_{n, \kappa}\right) d x+\int_{\mathcal{D}} g_{\alpha} d x d t . \tag{4.8}
\end{equation*}
$$

### 4.2 The LCELM Transport Microstep

Computation results show that letting $\mathbf{K}_{i j}=M_{i j}$ is a reasonable choice. Let's define $\overline{\mathbf{K}}_{\alpha, i j}$ as the quadrilateral obtained by approximating the integral curves (4.5) at the vertices $x_{i, j, k}, k=1, \ldots, 4$, of $\mathbf{K}_{i j}$. Let

$$
\begin{equation*}
\overline{\mathbf{x}}_{\alpha, i, j, k, n, \kappa}=x_{i, j, k}-\frac{I^{m, n, \kappa+1} u_{i}}{\phi r_{\alpha}} \Delta t_{t r} \tag{4.9}
\end{equation*}
$$

where $I^{m, n, \kappa+1} u_{i}$ is the interpolation of the known velocity at times $t_{m}$ and $t_{m+1}$ at time $t_{m, n, \kappa+1}$ defined by

$$
I^{m, n, \kappa+1} u_{i}=\left(1-\frac{(\kappa+1) \Delta t_{t r}}{\Delta t_{p}}\right) u_{i}^{m}+\left(\frac{(\kappa+1) \Delta t_{t r}}{\Delta t_{p}}\right) u_{i}^{m+1}
$$

Note that there are $N_{c}$ copies of the predecessor set of $\mathbf{K}_{i j}$, one for each $\alpha$. Since the microstep $\Delta t_{t r}$ is usually small with respect to $\Delta t_{d}$, in (4.9) we follow the tangent to the integral curve through $\left(x_{i, j, k}, t_{n, \kappa+1}\right)$ back to the time level $t_{n, \kappa}$. Note that the trace back is in exactly the same direction as the characteristic; however, in the LCELM it associated with the vertices of $K$, rather than in the interior of $K$ as in the MMOC and MMOCAA.


Figure 1: The heterogeneous permeability field (in millidarcies) with a coefficient of variation of 2.86 on a $64 \times 64 \mathrm{grid}$.

Next, we must discretize the local conservation relation (4.8). Using the trapezoidal rule, we have
$\int_{\mathbf{K}_{i j}} \phi r_{\alpha} z_{\alpha, n, \kappa+1} d x=\int_{\overline{\mathbf{K}}_{\alpha, i j}} \phi r_{\alpha} z_{\alpha, n, \kappa} d x+\frac{\Delta t_{t r}}{2}\left(\int_{\mathbf{K}_{i j}} g_{\alpha} d x+\int_{\overline{\mathbf{K}}_{\alpha, i j}} g_{\alpha} d x\right)$,
where $z_{\alpha, n, \kappa}$ is used to denote the solutions of concentration in the transport step. This is an explicit calculation and only needs to be performed when $g_{\alpha}$ does not vanish. Moreover, unlike the immiscible problem, it is a linear equation so the solutions can be solved directly.


Figure 2: The pictures are results of a mesh refinement study.

### 4.3 The LCELM Diffusive Fractional Step for the Concentrations

After performing the transport microsteps, we have the functions

$$
\bar{c}_{\alpha, n}=z_{\alpha, n, a_{2}-1}\left(t_{n+1}\right) \in W
$$

which will be the initial conditions (one for each $\alpha=1, \ldots, N_{c}$ ) at time $t_{n}$ for the diffusive steps.

We shall apply the mixed finite element method to the equations

$$
\begin{equation*}
v_{\alpha, n+1}=-D_{\alpha}(u)\left(\nabla c_{\alpha}\right), \quad \phi r_{\alpha} \frac{c_{\alpha, n+1}-\bar{c}_{\alpha, n}}{\Delta t_{d}}+\operatorname{div} v_{\alpha, n+1}=0 \tag{4.10}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
v_{\alpha, n+1} \cdot \vec{n}=0 . \tag{4.11}
\end{equation*}
$$

Thus the mixed finite element equations take the form

$$
\begin{array}{ll}
\left(\frac{1}{D_{\alpha}(u)} v_{\alpha, n+1}, \vec{v}\right)-\left(c_{\alpha, n+1}, \operatorname{div} \vec{v}\right)=0, & \vec{v} \in \mathcal{V}, \\
\left(\phi r_{\alpha} \frac{c_{\alpha, n+1}-\bar{c}_{\alpha, n}}{\Delta t_{d}}, w\right)+\left(\operatorname{div} v_{\alpha, n+1}, w\right)=0, & w \in W \tag{4.12}
\end{array}
$$

### 4.4 The LCELM Pressure Calculation

The equations for $\left\{u^{m}, p^{m}\right\}$ are given by (see (3.1))

$$
\begin{equation*}
\nabla \cdot u^{m}=q, \quad u^{m}=-\frac{k}{\mu} \nabla p^{m} \tag{4.13}
\end{equation*}
$$

subject to the boundary condition $u^{m} \cdot \vec{n}=0$ on $\partial \Omega$. The corresponding mixed finite element equations are

$$
\begin{array}{ll}
\left(\frac{\mu}{k} u^{m}, \vec{v}\right)-\left(p^{m}, \operatorname{div} \vec{v}\right)=0, & \vec{v} \in \mathcal{V},  \tag{4.14}\\
\left(\operatorname{div} u^{m}, w\right)=(q, w), & w \in W .
\end{array}
$$

## 5 Implementation

The algorithm described in this paper is applied to the decay chain ${ }^{234} U \rightarrow{ }^{230}$ $T h \rightarrow{ }^{226} R a$. As a preliminary study, only limited numerical results are presented here; more intensive numerical simulations will be carried out elsewhere. A heterogeneous reservoir (see Figure 1) with a coefficient of variation of 2.86 is used. The reservoir is initially saturated with water. The leakage (or injection) of uranium from its container into the reservoir occurs at the left-hand side of the reservoir (slab geometry). The injection is at a constant rate of 500 years per pore volume with a concentration of uranium of $1 \mathrm{e}-5$. Only the results of uranium are presented. The values in Table 1 are fixed in all of the computations.

The relative mass-balance errors using the MMOC in Fig. 2 are $11.9 \%$ and $10.6 \%$, for the grids from left to right, respectively. Therefore, the MMOC is

Table 1: Parameter Values
Viscosity
$\mu($ poise $/((\mathrm{g} / \mathrm{cc}))=0.01$
Porosity
$\phi=0.01$
Decay Constant $\left({ }^{234} U\right) \quad \lambda_{1}=9 \times 10^{-14}(1 / \mathrm{sec})$
Retention Factor $\left({ }^{234} U\right) \quad r_{1}=12$
$\operatorname{Dispersion}\left(d_{\text {long }}\right) \quad d_{\text {long }}=1 \times 10^{-3}\left(\mathrm{~cm}^{2} / \mathrm{sec}\right)$
$\operatorname{Dispersion}\left(d_{\text {trans }}\right) \quad d_{\text {trans }}=1 \times 10^{-4}\left(\mathrm{~cm}^{2} / \mathrm{sec}\right)$
$\operatorname{Dispersion}\left(d_{m o l}\right) \quad d_{m o l}=1 \times 10^{-7}\left(\mathrm{~cm}^{2} / \mathrm{sec}\right)$
more accurate when the grid is finer, which is what we expect. However, the MMOCAA and LCELM conserve mass exactly, regardless of grid size. Notice that in the MMOCAA and LCELM figures, the fingers are more defined and reach the well faster than those in the MMOC. However, the fingers in the LCELM results are not more defined than those in the MMOCAA results, but they do reach the well faster.

The pictures in Figure 2 are results of a mesh refinement study of uranium in a heterogeneous reservoir with a coefficient of variation of 2.86 after 5100 years of simulation using the MMOC (top row), the MMOCAA (middle row) and the LCELM (bottom row). The grids have elements of sizes $64 \times 64$ (left-hand side pictures) $128 \times 128$ (right-hand side pictures).
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# Application of a Class of Nonstationary Iterative Methods to Flow Problems 
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#### Abstract

Convergence of a certain class of nonstationary iterative methods applied to the numerical solution of algebraic linear systems arising in flow problems is studied. The iteration matrix of these methods can be expressed by a constant matrix plus a variable matrix tending to zero. The conclusions of convergence based on the matrix spectrum are given and applied to a class of semi-iterative methods.
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## 1 Introduction

Iterative methods for obtaining the numerical solution of algebraic linear systems can be classified into two broad groups: linear stationary methods and linear nonstationary methods. For the stationary case, there is a wellknown sufficient and necessary condition for convergence; i.e., the spectral radius of the associated iteration matrix is less than one. On the other hand, the problem of convergence of the nonstationary methods is more complex. For this case, the result based on the spectrum radius analysis is not generally applicable.

However, as we prove in this paper, for a certain class of nonstationary iterative methods whose iteration matrix can be expressed by a constant matrix plus a variable matrix tending to zero, it is possible to establish a sufficient condition for convergence based on the spectral radius. Also, we apply the result to a class of semi-iterative methods [1], e.g., the Chebyshev semi-iterative methods, and obtain the relevant conditions for convergence of these methods. The result in [2] is a particular case of this paper.

## 2 Convergence of Nonstationary Methods

We consider the system of linear equations

$$
\begin{equation*}
A x=b, \tag{2.1}
\end{equation*}
$$

where $A$ is an $N \times N$ nonsingular matrix and $b$ is a vector of length $N$. Let a class of nonstationary iterative methods consistent with (2.1) be written as

$$
\begin{equation*}
x^{(n)}=G_{n} x^{(n-1)}+h_{n}, \quad n \geq 1, \tag{2.2}
\end{equation*}
$$

where the condition is satisfied

$$
\begin{equation*}
G_{n}=G+U_{n} \tag{2.3}
\end{equation*}
$$

$G$ is a constant matrix independent of $n$, and

$$
U_{n} \rightarrow 0, \quad n \rightarrow \infty
$$

By (2.2), we can write

$$
x^{(n)}=T_{n} x^{(0)}+K_{n}, \quad n \geq 1
$$

where

$$
\begin{aligned}
& T_{n}=G_{n} G_{n-1} \cdots G_{1}, \\
& K_{n}=h_{n}+G_{n} h_{n-1}+G_{n} G_{n-1} h_{n-2}+\cdots+G_{n} G_{n-1} \cdots G_{2} h_{1}
\end{aligned}
$$

Theorem 2.1 (Theorem 3.1 in [3]) The method (2.2) converges if and only if

$$
\lim _{n \rightarrow \infty} T_{n}=0
$$

Let $S(A)$ denote the spectral radius of a matrix $A$; i.e.,

$$
S(A)=\max _{\lambda}|\lambda|,
$$

where $\lambda$ is an eigenvalue of $A$.
We need the following three lemmas from [4, pp. 141-146].
Lemma 2.1 Given a matrix $A$ of order $N$ and $\epsilon>0$, there exists a matrix $M$ such that

$$
S(A) \leq\left\|M A M^{-1}\right\|_{\infty} \leq S(A)+\epsilon
$$

Lemma 2.2 Let $A$ be an $N \times N$ matrix and $\epsilon>0$. There exist two positive constants $\mu_{1}>0$ and $\sigma>0$, depending on $A$ and $\epsilon$, such that if for a sequence of $N \times N$ matrices $U_{k}$ with

$$
\left\|U_{k}\right\|_{\infty} \leq \mu_{1}, \quad k=1,2, \ldots
$$

where

$$
\mu_{1}=\epsilon /(2 \sigma), \quad \sigma=\|M\|_{\infty}\left\|M^{-1}\right\|_{\infty}
$$

then we have

$$
\left\|\prod_{k=1}^{m}\left(A+U_{k}\right)\right\|_{\infty} \leq \sigma(S(A)+\epsilon)^{m}, \quad m=1,2, \ldots
$$

Lemma 2.3 Let $A$ be an $N \times N$ matrix such that $S(A)>1$ and $\epsilon>0$ such that $S(A)-\epsilon>1$. If for a sequence of $N \times N$ matrices $U_{k}$ there exists $\delta=\delta(A, \epsilon)>0$ such that

$$
\left\|U_{k}\right\|_{1} \leq \delta, \quad k=1,2, \ldots
$$

then the sequence of matrices

$$
\prod_{m}:=\prod_{k=1}^{m}\left(A+U_{k}\right)
$$

is not convergent when $m \rightarrow \infty$.
Theorem 2.2 Let $G$ be given by (2.3). Then, (a) the iterative method (2.2) is convergent if $S(G)<1$; (b) it is not convergent if $S(G)>1$.

Proof: (a) The desired result can be obtained by Lemmas 2.1 and 2.2 and Theorem 2.1. (b) By Lemma 2.3 and Theorem 2.1, we obtain the desired result.

## 3 Convergence of Semi-iterative Methods

Now, we apply Theorem 2.2 to a certain class of semi-iterative methods for obtaining the solution of (2.1). Let the iterative method for (2.1) be written as

$$
\begin{equation*}
x_{n+1}=\bar{G} x_{n}+k, \quad n \geq 0 \tag{3.1}
\end{equation*}
$$

By [5], we get the acceleration polynomial

$$
\begin{aligned}
& Q_{0}(x)=1, \quad Q_{1}(x)=\nu_{1} x-\nu_{1}+1 \\
& Q_{n+1}(x)=\rho_{n+1}\left(\nu_{n+1} x+1-\nu_{n+1}\right) Q_{n}(x)+\left(1-\rho_{n+1}\right) Q_{n-1}(x), \quad n \geq 1
\end{aligned}
$$

where $\rho_{i}$ and $\nu_{i}$ are real numbers. The corresponding semi-iterative methods can be obtained by the three-term recurrence relation

$$
\begin{align*}
& u^{(1)}=\nu_{1}\left(\bar{G} u^{(0)}+k\right)+\left(1-\nu_{1}\right) u^{(0)} \\
& u^{(n+1)}=\rho_{n+1}\left[\nu_{n+1}\left(\bar{G} u^{(n)}+k\right)+\left(1-\nu_{n+1}\right) u^{(n)}\right]+\left(1-\rho_{n+1}\right) u^{(n-1)}, \tag{3.2}
\end{align*}
$$

for $n \geq 1$. We can rewrite (3.2) as

$$
u^{(n)}=\rho_{n}\left\{\left[\nu_{n} \bar{G}+\left(1-\nu_{n}\right) I\right] u^{(n-1)}+\nu_{n} k\right\}+\left(1-\rho_{n}\right) u^{(n-2)} .
$$

Then we have

$$
\binom{u^{n-1}}{u^{n}}=\left(\begin{array}{cc}
0 & I \\
\left(1-\rho_{n}\right) I & \rho_{n}\left[\nu_{n} \bar{G}+\left(1-\nu_{n}\right) I\right]
\end{array}\right)\binom{u^{n-2}}{u^{n-1}}+\rho_{n} \nu_{n}\binom{0}{k}
$$

i.e.,

$$
V^{(n)}=G_{n}^{\star} V^{(n-1)}+h_{n}^{\star},
$$

where

$$
\begin{align*}
& G_{n}^{\star}=\left(\begin{array}{cc}
0 & I \\
\left(1-\rho_{n}\right) I & \rho_{n}\left[\nu_{n} \bar{G}+\left(1-\nu_{n}\right) I\right]
\end{array}\right),  \tag{3.3}\\
& h_{n}^{\star}=\rho_{n} \nu_{n}\binom{0}{k}, \quad V^{(n)}=\binom{u^{n-1}}{u^{n}} \text {. }
\end{align*}
$$

Theorem 3.1 Let $\lim _{n \rightarrow \infty} \rho_{n}=\rho, \lim _{n \rightarrow \infty} \nu_{n}=\nu, \bar{G}$ be given by (3.1), and

$$
\bar{G}_{1}=\left(\begin{array}{cc}
0 & I \\
(1-\rho) I & \rho[\nu \bar{G}+(1-\nu) I]
\end{array}\right) .
$$

Then, (a) the method (3.2) is convergent if $S\left(\bar{G}_{1}\right)<1$; (b) it is not convergent if $S\left(\bar{G}_{1}\right)>1$.

Proof: Set

$$
H_{n}=\rho_{n}\left[\nu_{n} \bar{G}+\left(1-\nu_{n}\right) I\right], \quad H_{\infty}=\rho[\nu \bar{G}+(1-\nu) I] .
$$

Then (3.3) can be written as

$$
G_{n}^{\star}=\bar{G}_{1}+\bar{U}_{n},
$$

where

$$
\bar{U}_{n}=\left(\begin{array}{cc}
0 & 0 \\
\left(\rho-\rho_{n}\right) I & H_{n}-H_{\infty}
\end{array}\right) .
$$

Since

$$
\lim _{n \rightarrow \infty} \bar{U}_{n}=0
$$

by Theorem 2.2, we complete the proof.
The Chebyshev semi-iterative methods, discussed in [2], is a particular case of the semi-iterative methods mentioned here. The results in [2] can be obtained from Theorem 3.1.
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# Reservoir Thermal Recover Simulation on Parallel Computers 
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#### Abstract

The rapid development of parallel computers has provided a hardware background for massive refine reservoir simulation. However, the lack of parallel reservoir simulation software has blocked the application of parallel computers on reservoir simulation. Although a variety of parallel methods have been studied and applied to black oil, compositional, and chemical model numerical simulations, there has been limited parallel software available for reservoir simulation. Especially, the parallelization study of reservoir thermal recovery simulation has not been fully carried out, because of the complexity of its models and algorithms. The authors make use of the message passing interface (MPI) standard communication library, the domain decomposition method, the block Jacobi iteration algorithm, and the dynamic memory allocation technique to parallelize their serial thermal recovery simulation software NUMSIP, which is being used in petroleum industry in China. The parallel software PNUMSIP was tested on both IBM SP2 and Dawn 1000A distributed-memory parallel computers. The experiment results show that the parallelization of I/O has great effects on the efficiency of parallel software PNUMSIP; the data communication bandwidth is also an important factor, which has an influence on software efficiency.
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## 1 Introduction

The rapid development of parallel computers provides a solid hardware foundation for developing parallel software used in industries such as oil reservoir recovery and airplane manufacture. There are mainly three kinds of parallel computers, i.e., shared-memory, distributed-memory, and parallel computers of the mixed type. The typical vector computers are Cray series, such as

Cray90. The well-known IBM SP2 and Dawn 1000A are distributed-memory computers. As for shared-memory parallel computers, the scales of computation models are limited by the bandwidth of data bus and CPU number. But for a distributed-memory one, it has good extensibility and does not limit the computation scale. However, accessing to the memory of a neighbor CPU has to be realized by programmers. It increases the complexity of programs. It is noticeable that a mixed-type of computers are developed such as Oringin2000 of SGI Company. This kind of computers greatly decreases the complexity of programs.

In the past 20 years, the study of parallelization of serial software of oil reservoir recovery simulation has been carried out on all these kinds of parallel computers $[1,16,15,6,9]$. It focuses on parallelization strategy, linear equation solution and parallel software application $[12,9,13,10]$. Wallis, et al. [17] developed a nested algorithm to solve linear equations and obtained high speedup in distribution calculation environment. Killough [7] applied the domain decomposition method (DDM) based on local grid refinement to the black oil and compositional models. Briens, et al. [1] studied the stability of parallel software of the compositional model. Mejerink [11] parallelized the black oil numerical simulation software Bosium by using the block Jacobi iteration method. Rame [16], et al. parallelized the chemical drive software UTCHEM by using the vector parallel technology. It can be seen that parallelization of software of the black oil, compositional, and chemical models has been deeply studied. In particular, the parallelization algorithms of linear equation solution have been applied to the calculation of the black oil model numerical simulation. However, there has been no literature about parallelization of the thermal recovery simulation.

Most of serial software are parallelized mainly in the part of linear equation setup and solution. For most of reservoir simulation software, the establishment of coefficient matrices and solution of linear equations, respectively, takes $30-40 \%$ and $50-60 \%$ calculation time; the PVT and rock physical property parameter calculation and the initialization of data fields take less than $10 \%$ calculation time. Therefore, parallelization of linear equation solution is the key to obtain high parallel efficiency. Under a shared-memory computation environment, a high parallel efficiency can be obtained in such mode. However, for a distributed-memory computer, the memory of a node is limited and it may be impossible to load data without parallelization of the data load. Besides, data output is also an important factor, which leads to
communication between nodes. Especially, for large-scale reservoir thermal recovery simulation, such as history match and whole-scale reservoir simulation, the frequency of I/O operation is high and the scale of data stream is large, because of frequent operation of large number of injection and production wells. In general, data I/O is a bottom neck of reservoir simulation. In a distributed-memory computation environment, it is necessary to parallel the I/O part of simulation software.

To meet the increasing requirement for the model scale of refine reservoir simulation, the authors parallelize the thermal recovery simulation software NUMSIP by using DDM and test it on distributed-memory parallel computers. A parallelization strategy is designed to parallelize not only setup and solution of linear equations, but also I/O, PVT and rock property parameter calculation and data initialization to improve efficiency of programs. If the boundaries between sub-domains are along natural faults, there is no communication between such sub-domains. In such cases, the authors apply an irregular non-overlapping DDM to reduce communication between sub-domains. The linear equation solution algorithm is the block Jacobi iteration method. To guarantee the compatibility of software, the standard message interface MPI is used to realize the data communication. PNUMSIP is tested on both IBM SP2 and Dawn 1000A.

This paper consists of five parts. The model and algorithm of the serial software NUMSIP is introduced in §2. In §3, we give the parallelization strategy, data structure, and data communication mode of PNUMSIP. The test results are shown and analyzed in $\S 4$. We conclude with a few remarks in $\S 5$.

## 2 Software NUMSIP

NUMSIP is a simulation software of reservoir thermal recovery. It has been widely used in many oil fields in China, such as Liao He Oil Field, Sheng Li Oil Field, and Xing Jiang Oil Field. It can be used for designing reservoir recovery schemes of old and new oil fields, the history match, the production prediction, and the study of residual oil distribution.

The following physics factors and processes are presented in the model of NUMSIP:
a) viscosity, gravity and capillary force,
b) heat conduction and convection processes,
c) heat losses of over burden and under burden of reservoir,
d) effect of temperature on physical property parameters of oil, gas and water, e) rock compression and expansion.

But kinetic, heat transfer, mass transfer, and the thermal cracking of hydrocarbons caused by molecule diffusion and dispersion are not considered.

The governing equations include the mass conservation equation, the energy conservation equation, and the mole fraction and saturation constraint equations.

## 1) The mass conservation equation

$$
\begin{array}{r}
\sum_{j=1}^{N_{p}}\left(\iiint_{V} \frac{\partial}{\partial T}\left(\varphi S_{j} \rho_{j} \chi_{i j}\right) \mathrm{d} v+\iint_{S}\left(\rho_{j} \chi_{i j} v_{j}\right) \mathrm{d} s\right)  \tag{2.1}\\
+q_{i}=0, \quad i=1, \ldots, N_{c}
\end{array}
$$

where $\varphi$ is the rock porosity, $\rho_{j}$ the density of the material in phase $j, S_{j}$ the saturation of the material in phase $j, v_{j}$ the surface flow velocity of the material in phase $j, \chi_{i j}$ the mole fraction of composition $i$ in phase $j, q_{i}$ the source item of composition $i$, and $N_{p}$ the number of phases.

## 2) The energy conservation equation

$$
\begin{gather*}
\iiint_{V} \frac{\partial}{\partial T}\left(\varphi \sum_{j=1}^{N_{p}} \rho_{j} S_{j} u_{j}+(1-\varphi) \rho_{r o c k} C_{p}\left(T-T_{i}\right)\right) \mathrm{d} v  \tag{2.2}\\
+\iint_{S}\left(q_{h}+q_{c}\right) \mathrm{d} s+Q_{h}+Q_{c}=0
\end{gather*}
$$

where $u_{j}$ is the inner energy of the material in phase $j, \rho_{\text {rock }}$ the rock density, $C_{p}$ the rock heat capacity, $T_{i}$ the temperature of component $i, q_{h}$ the enthalpy flow velocity, $q_{c}$ the heat flow velocity, $Q_{c}$ the heat source item, and $Q_{h}$ the enthalpy source item.
3) The mole fraction constraint equation

$$
\begin{equation*}
\sum_{i=1}^{N_{c}} \chi_{i j}=1 \tag{2.3}
\end{equation*}
$$

4) The saturation constraint equation

$$
\begin{equation*}
\sum_{j=1}^{N_{p}} S_{j}=1 \tag{2.4}
\end{equation*}
$$

The finite difference method (FDM) is used to discrete the above partial differential equations. More advanced methods [4] will be used. The sorting methods, such as the natural, red-black, and D4 sorting can be selected by
users to establish linear equations. Both the Gauss method and ORTHOMIN method can be used to solve linear equations.

The serial NUMSIP consists of 258 modules. Because it has a good program structure, it is convenient for organization of structure of its parallel version PNUMSIP. To spare space, NUMSIP stores the data fields in a compact array. It decreases readability of programs and data access efficiency and increases the difficulty to parallelize them. It is not suitable for parallelization under a shared-memory parallel calculation environment.

## 3 Parallelization of NUMSIP

The aims to parallelize NUMSIP are a) to increase the model scale, b) to obtain the speedup and efficiency of software, and c) to develop a transplantable and stable parallel software of thermal recovery simulation. Toward that end, various factors are synthetically taken into account.

### 3.1 Software Parallelization

Because $60-80 \%$ percent of calculation time is used for establishment and solution of linear equations, the prevailing strategy is to parallelize only these parts. However, it results in a problem; e.g., the model scale is limited by the size of accessible memory of a CPU. This problem becomes prominent in a parallel computation environment consisting of a workstation cluster. To solve this problem, a global parallel scheme is designed to parallelize a whole calculation process in DDM. It will benefit for improving speedup and efficiency of a program. To decrease data communication and simplify data structure, a non-overlapping irregular DDM is adopted. It is particularly suitable for the case that boundaries between sub-domain are along a natural fault, which can decrease data communication. For every sub-domain, the matured serial algorithm is used.

### 3.2 Domain Decomposition

To realize the domain decomposition, a 2D array $I d(i, j)$ is introduced to mark different sub-domains. Its definition is given as follows:

$$
\begin{equation*}
\operatorname{Id}(i, j)=k \quad \text { for grid }(i, j) \text { belonging to sub-domain } k . \tag{3.1}
\end{equation*}
$$

The boundaries between sub-domains can be traced from $\operatorname{Id}(i, j)$. Only the boundaries, which are not along natural faults, can be determined as valid
boundaries. For a valid boundary, there will be communication between the two sub-domains divided by this boundary.

### 3.3 Data Structure

On the basis of the original compact data array, two buffer arrays Bi and Be are introduced, respectively, to store the inner and outer boundary of a sub-domain. In the iteration calculation process, Bi is updated by the data field generated by the calculation at different iteration steps. It is transferred to the outer boundary buffer array Be of the neighboring sub-domain; see in Fig. 1.


Fig1 data structure and communication

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Fig. 2. Domain decomposition of test problem $T_{1}$.
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Fig. 3. Domain decomposition of test problem $T_{2}$.

### 3.4 Data Communication

According to the time variant characteristic of data to be transferred, the communication data are divided into three types, i.e., static data and slow and fast transient data. The data describing the geometric model of reservoir and rock property parameters are static data. The base values of the data
field at a time step in the iteration calculation process are slow transient data, and the increment values of the data field at an iteration step of the Newton-Raphson iteration are fast transient data. The block communication mode is used to transfer static data and slow transient data. But the nonblock communication mode is adopted for transferring fast transient data to reduce communication overhead and improve communication efficiency.

### 3.5 Time Step Control

To ensure that the well data of all production periods can be safely loaded and satisfy the Newton-Raphson linearization condition, the minimum time step is selected. The domain is divided by using DDM and every sub-domain has a predicted next time step at every time step. To synchronize the calculation processes at different sub-domains, the time step control is determined as follows:


Fig. 4 Calculation time of test problem $\mathrm{T}_{1}$
a) predict time step $t_{i, k+1}$ at sub-domain $i, i=1,2, \ldots, N$,
b) determine the $(k+1)$ th synchronic time step $t_{k+1}$ by

$$
t_{k+1}=\min \left\{t_{1, k+1}, t_{2, k+1}, \ldots, t_{N, k+1}\right\}
$$

c) determine the $(k+1)$ th time step $t_{i, k+1}$ of sub-domain $i, t_{i, k+1}=t_{k+1}$.

### 3.6 Linear Equation Solution Algorithm

The block Jacobi iteration algorithm is adopted to solve linear equations. The linear equations are established in the FDM and Newton-Raphson method. They are presented as follows:

$$
\left[\begin{array}{llll}
A_{11} & A_{12} & \ldots & A_{1 N}  \tag{3.2}\\
A_{21} & A_{22} & \ldots & A_{2 N} \\
A_{31} & A_{32} & \ldots & A_{3 N} \\
& & & \\
A_{N 1} & A_{N 2} & \ldots & A_{N N}
\end{array}\right]\left[\begin{array}{c}
X_{1} \\
X_{2} \\
X_{3} \\
\\
X_{N}
\end{array}\right]=\left[\begin{array}{c}
B_{1} \\
B_{2} \\
B_{3} \\
\\
B_{N}
\end{array}\right]
$$

where $X_{1}, X_{2}, \ldots, X_{N}$, respectively, are solution vectors of data fields of subdomains $G_{1}, G_{2}, \ldots, G_{N}$. To solve these linear equations, an initial solution vector is given as $X^{0}=\left[X_{1}^{0}, \ldots, X_{N}^{0}\right]^{t}$. The $k$ th iteration value of solution vector can be obtained from

$$
\begin{equation*}
A_{i i} X_{i}^{k}=B_{i}-\sum_{j=1}^{i-1} A_{i j} X_{j}^{k}-\sum_{j=i+1}^{N} A_{i j} X_{j}^{k-1} \tag{3.3}
\end{equation*}
$$



Fig. 5 calculation time of test problem T 2 without fault

The modification work of NUMSIP focuses on I/O. More than ten modules are modified and 24 new modules are added to realize parallelization of I/O, tracing of boundaries, establishment of linear equations, well distributions, and data communication.


Fig. 6 Comaration of efficiency of PNUMSIP tested on IBM sp2 and Dawn 1000A

## 4 Test and Calculation Results

### 4.1 Hardware Environment

The IBM SP2 used for testing PNUMZIP is a distributed-memory computer, which consists of IBM RISC system/6000 workstations, high performance switch board, control workstation, and SP ether network. Its CPU clock frequency is 66.7 MHz . The peak calculation speed is 226 Mflops . The communication bandwidth of its high performance switch board is 40 Mbps and the bandwidth of its SP ether network is 1.25 Mbps . It has 28 calculation nodes. Four of them are wide nodes and the rests are narrow nodes. A wide node has 128 M memory and a narrow one has 64 M memory. Parallel calculation process can run on only narrow nodes.

Dawn 1000A used for testing PNUMSIP has a structure similar to that of IBM SP2. It has eight nodes used for calculation. The clock frequency of CPU chips is 200 MHz . A node has 256 M memory and 4.3 G hard disk. The communication bandwidth of its high performance switch board is 10 Mbps .

### 4.2 Test Results and Analysis

The test problems are cases used for study on well group schemes. One well group consists of 8 wells. Because of the limit of memory size of the used
parallel computers, the data model size of test problems $T_{1}$ and $T_{2}$, respectively, consists of only 8 and 16 well groups. Their grid sizes, respectively, are $96 \times 12 \times 10$ and $96 \times 24 \times 10$ grids. The deposition of well groups of these two problems are given in Figs. 2 and 3. There is a fault between sub-domain 4 and 5.

Tables 1 and 2 give the experiment results of $T_{1}$ and $T_{2}$ tested on IBM SP2, where WOF and WF indicate without fault and with fault, respectively. Figs. 4 and 5 are the calculation time of these two test problems. It can be seen that a superlinear speedup can be obtained on IBM SP2, if the number of CPU is not more than ten. However, the efficiency of PNUMSIP decreases seriously for $T_{2}$, compared with $T_{1}$.

| Case | CPU number | Serial | 2 | 4 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| WOF | Wall-clock time (s) | 4180.3 | 1674.9 | 797.6 | 464.4 |
| WOF | Speed up | 1.000 | 2.496 | 5.241 | 9.002 |
| WOF | Efficiency | 1.000 | 1.248 | 1.310 | 1.125 |
| Case | CPU number | Serial | 2 | 4 | 8 |
| WF | Wall-clock time (s) | 4180.3 | 1387.1 | 810.6 | 465.8 |
| WF | Speed up | 1.000 | 3.014 | 5.158 | 8.974 |
| WF | Efficiency | 1.000 | 1.507 | 1.289 | 1.122 |

Table 1. Experiment results of $T_{1}$ on IBM sp2.

| CPU number | Serial | 2 | 4 | 8 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Wall-clock time (s) | 15059.3 | 6223.9 | 4400.4 | 2492.4 | 5104.4 |
| Speed up | 1.000 | 2.420 | 3.422 | 6.0422 | 2.950 |
| Efficiency | 1.000 | 1.210 | 0.856 | 0.755 | 0.184 |

Table 2. Experiment results of $T_{2}$ on IBM sp2.
The reason for the superlinear speedup can be explained by the parallelization of I/O. For the serial software NUMSIP, all the well data are loaded by one CPU. But for the parallel software PNUMSIP, the well data are simultaneously loaded by a number of CPUs. The total cache buffer size used by PNUMSIP is much greater than that used by NUMZIP. Therefore, the input time for PNUMSIP will be much shorter than that for NUMSIP. Table 1 shows that the parallel efficiency is improved for a case that the boundaries between sub-domains are along natural faults, only if all the boundaries between sub-domains are not valid boundaries. The total length of boundaries between sub-domains of $T_{2}$ is generally greater than that of $T_{1}$ and it results in more data communication and more modifications of linear equation coefficient matrices, which leads to the increase of iteration times of the linear
equation solution. Therefore, the parallel efficiency of $T_{2}$ is less than that of $T_{1}$. The rapid increase of data communication and iteration calculation times can also explain why the parallel efficiency drops seriously, as the number of CPUs becomes too large.

| Case | CPU number | Serial | 2 | 4 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| WOF | Wall-clock time (s) | 1238.8 | 1244.9 | 741.6 | 351.3 |
| WOF | Speed up | 1.000 | 0.995 | 1.670 | 3.526 |
| WOF | Efficiency | 1.000 | 0.498 | 0.418 | 0.441 |

Table 3. Experiment results of $T_{1}$ on Dawn 1000A.

Table 3 is the results of $T_{1}$ without faults tested on Dawn 1000A. Fig. 4 is the comparison of the efficiency of PNUMSIP obtained on IBM SP2 and Dawn 1000A with case $T_{1}$. It shows that the speedup and efficiency of PNUMSIP running on IBM SP2 is much higher than those of PNUMSIP running on Dawn 1000A with the same test problem. But the calculation time of PNUMSIP running on Dawn 1000A is less than that of PNUMSIP running on IBM SP2. Because the clock frequency of CPUs on Dawn 1000A is faster than that of CPUs on IBM SP2, as seen in Section 4.1, the calculation speed of Dawn 1000A is faster than that of $I B M \operatorname{sp} 2$, so the calculation time of Dawn 1000A is less than that of IBM SP2. Compared with IBM SP2, the communication speed of Dawn 1000A is too slow, as seen in Section 4.1. It affects the iteration calculation process of PNUMSIP. Because the non-block communication is used to transfer fast transient data and the data communication delay is mainly caused by the low communication speed, the iteration solution values of neighboring sub-domains used for calculating new iteration solution values may not be updated in time. It slows down the iteration calculation speed and results in a low speedup and efficiency of parallel software.

## 5 Conclusions

The following conclusion can be drawn from the test results of PNUMSIP. The parallelization of benefits the efficiency improvement of parallel software of reservoir thermal recovery simulation. The data communication bandwidth of computers is an important factor which affects the speedup and efficiency of PNUMSIP. PNUMSIP is a stable and efficient parallel software of reservoir thermal recovery simulation.
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# A Class of Lattice Boltzmann Models with the Energy Equation 

Yuanxiang Li Shengwu Xiong Xiufen Zou


#### Abstract

In this paper a class of lattice Boltzmann models with the energy equation for simulating fluid thermodynamics are studied. The features of this class of models are that the discrete velocity set consists of multi-speed velocities and the internal energy of fluid is introduced by a multi-speed. Therefore, the energy term appears in the local equilibrium distribution functions of these models. Two examples are given in this paper. One is a 1 D model and the other is a 2 D model, which are used to model a shock wave tube problem and the Benard convection problem, respectively.
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## 1 Introduction

The lattice gas automata (LGA) method has attracted considerable attention during the last several years in both modeling physical systems and solving partial differential equations. In more recent years there has been a trend of using the lattice Boltzmann (LB) scheme instead of the lattice gas automata method. Unlike the LGA method in which one keeps track of each individual particle, in the lattice Boltzmann approach we are only interested in the particle distribution function. While retaining the advantages existing in the LGA, such as parallel implementation, simple programming, and clear physical images, the LB method is more efficient and accurate in computation in an essentially noise-free manner [1] and has been applied in many areas such as flows in porous media and magneto-fluids. However, most of the models previously considered have not involved the energy equation. In this paper we discuss a class of lattice Boltzmann models with the energy equation by introducing multi-speed velocities to discrete velocity sets. Then particles can exchange internal energy during interactions. Therefore, the

[^3]energy term appears in particle distribution functions (i.e., the local equilibrium distribution function). In $\S 2$, a general description of this class of models is given. In $\S 3$, two examples are given; one is a 1 D model and the other is a 2D model. Numerical experiments are made in §4. The two models are used to model a shock wave tube problem and the Benard convection problem, respectively. The results show that the models can effectively simulate fluid thermodynamics.

## 2 A Class of Lattice Boltzmann Models

Divide the domain of a flowing field in a d-dimensional space into a regular lattice and the discrete velocity set $V=\left\{\mathbf{e}_{i}: i=1, \ldots, b\right\}$. Let $f_{i}(x, t)$ be the particle distribution function with velocity $\mathbf{e}_{i}$ at site $x$ and time $t$. The model evolves according to the lattice Boltzmann equation

$$
\begin{equation*}
f_{i}\left(x+\mathbf{e}_{i}, t+1\right)=f_{i}(x, t)+\Omega_{i}, \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{i}=-\frac{1}{\tau}\left(f_{i}(x, t)-f_{i}^{e q}(x, t)\right), \tag{2.2}
\end{equation*}
$$

where $\Omega_{i}$ is called the collision term or the collision function and $\tau$ is a relaxation factor ( $\tau>1 / 2$ ). According to the physical conservation law, $\Omega_{i}$ must satisfy the conservation law of mass, momentum and energy

$$
\begin{equation*}
\sum_{i=1}^{b} \Omega_{i}=0, \quad \sum_{i=1}^{b} \Omega_{i} \mathbf{e}_{i}=0, \quad \sum_{i=1}^{b} \Omega_{i} \frac{1}{2} \mathbf{e}_{i}^{2}=0 \tag{2.3}
\end{equation*}
$$

In (2.2), $f_{i}^{e q}$ is the local equilibrium distribution function depending on the dynamic quantities of density, momentum, and energy at site $x$ and time $t$. In the classical gas dynamics, $f_{i}^{e q}$ is the Maxwell-Boltzmann distribution. As an approximation of the Maxwell-Boltzmann distribution, let

$$
\begin{equation*}
f_{i}^{e q}=c_{0}+c_{1}\left(\mathbf{e}_{i} \cdot u\right)+c_{2}\left(\mathbf{e}_{i} \cdot u\right)^{2}+c_{3} u^{2}+c_{4}\left(\mathbf{e}_{i} \cdot u\right)^{3}+\ldots, \tag{2.4}
\end{equation*}
$$

where $u$ is the velocity of fluid and $c_{k}(k=0,1, \ldots)$ are undetermined coefficients, which depend on $\rho$ and $\varepsilon$ that are the density and the specific internal
energy of the fluid, respectively, defined as follows:

$$
\begin{align*}
& \rho=\sum_{i=1}^{b} f_{i}(x, t)=\sum_{i=1}^{b} f_{i}^{e q}(x, t), \\
& \rho \mathbf{u}=\sum_{i=1}^{b} f_{i}(x, t) \mathbf{e}_{i}=\sum_{i=1}^{b} f_{i}^{e q}(x, t) \mathbf{e}_{i},  \tag{2.5}\\
& \rho \varepsilon=\frac{1}{2} \sum_{i=1}^{b} f_{i}(x, t)\left(\mathbf{e}_{i}-\mathbf{u}\right)^{2}=\frac{1}{2} \sum_{i=1}^{b} f_{i}^{e q}(x, t)\left(\mathbf{e}_{i}-\mathbf{u}\right)^{2} .
\end{align*}
$$

Taking the zeroth, first, and second order moments of $\mathbf{e}_{i}$ from (2.1) and using (2.3) and (2.5), we can obtain the mass, momentum, and energy equations of fluid

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla(\rho \mathbf{u})=0, \quad \frac{\partial(\rho \mathbf{u})}{\partial t}+\nabla \Pi=0, \quad \frac{\partial(\rho E)}{\partial t}+\nabla Q=0 \tag{2.6}
\end{equation*}
$$

where $\Pi$ is the momentum-flux tensor of fluid, $E=\varepsilon+\frac{1}{2} u^{2}$ (the energy), and $Q$ is the energy-flux vector, which are defined as

$$
\begin{equation*}
\Pi_{\alpha \beta}=\sum_{i=1}^{b} \mathbf{e}_{i \alpha} \mathbf{e}_{i \beta} f_{i}(x, t), \quad Q_{\alpha}=\frac{1}{2} \sum_{i=1}^{b}\left(\mathbf{e}_{i}\right)^{2}\left(\mathbf{e}_{i}\right)_{\alpha} f_{i}(x, t) . \tag{2.7}
\end{equation*}
$$

To derive the Navier-Stokes equation, $\Pi$ must be isotropic. To obtain $\Pi$ must be combined with some concrete models. In the next section we present two example models; $\Pi$ is obtained approximately by using the ChapmanEnskog expansion [3] and properly selecting the local equilibrium distribution function like (2.4).

## 3 Thermodynamic Models

In the thermodynamic motion, fluid particles must exchange energy. Hence, to simulate the thermodynamic feature, modules of $\mathbf{e}_{i}(i=1,2, \ldots, b)$ in the set $V$ of LB models should not be the same.

### 3.1 A 1D Model

For the problem of 1D flows, the straight line is divided into a uniform lattice and the step size is unit one. Then the set $V$ is chosen as $V=\{-2,-1,0,1,2\}$, which contains five velocities and three speeds, 0,1 , and 2 . According to the speed $\sigma(\sigma=0,1,2), \mathbf{e}_{i}$ and $f_{i}^{e q}$ are rewritten as $\mathbf{e}_{\sigma i}$ and $f_{\sigma i}^{e q}$, respectively.

Now, we choose $f_{\sigma i}^{e q}$ as follows:

$$
\begin{align*}
& f_{0}^{e q}=\rho(1-\varepsilon)-\frac{1}{2} \rho u^{2}+\frac{1}{4} \rho u^{4} \\
& f_{1 i}^{e q}=\frac{1}{3} \rho \varepsilon+\frac{1}{3} \rho(1-\varepsilon)\left(\mathbf{e}_{1 i} \cdot \mathbf{u}\right)+\frac{1}{6} \rho u^{2}-\frac{1}{6} \rho\left(\mathbf{e}_{1 i} \cdot \mathbf{u}\right)^{3}-\frac{1}{6} \rho u^{4}  \tag{3.1}\\
& f_{2 i}^{e q}=\frac{1}{6} \rho \varepsilon+\frac{1}{24} \rho(1+2 \varepsilon)\left(\mathbf{e}_{2 i} \cdot \mathbf{u}\right)+\frac{1}{12} \rho u^{2}+\frac{1}{12} \rho\left(\mathbf{e}_{2 i} \cdot \mathbf{u}\right)^{3}+\frac{1}{24} \rho u^{4}
\end{align*}
$$

with $i=1$, 2 . Taking the Chapman-Enskog expansion of the particle distribution function $f_{\sigma i}$ by the local equilibrium distribution function $f_{\sigma i}^{e q}$, we have

$$
\begin{equation*}
f_{\sigma i}=f_{\sigma i}^{(0)}+f_{\sigma i}^{(1)}+f_{\sigma i}^{(2)}+\ldots, \tag{3.2}
\end{equation*}
$$

where $f_{\sigma i}^{(0)}=f_{\sigma i}^{e q}$. Likely, $\Pi$ and $Q$ possess the same expansion after using (2.7):

$$
\begin{equation*}
\Pi=\Pi^{(0)}+\Pi^{(1)}+\Pi^{(2)}+\ldots, \quad Q_{=} Q^{(0)}+Q^{(1)}+Q^{(2)}+\ldots \tag{3.3}
\end{equation*}
$$

Under the zeroth order approximation, we have

$$
\begin{equation*}
\Pi^{(0)}=2 \rho \varepsilon+\rho u^{2}=p+\rho u^{2}, \quad Q^{(0)}=\rho E u+p u \tag{3.4}
\end{equation*}
$$

with $p=2 \rho \varepsilon$ (the pressure). Consequently, the Euler equation is obtained:

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{\partial(\rho \mathbf{u})}{\partial x}=0, \frac{\partial(\rho \mathbf{u})}{\partial t}+\frac{\partial\left(p+\rho u^{2}\right)}{\partial x}=0, \frac{\partial(\rho E)}{\partial t}+\frac{\partial(\rho E u+p u)}{\partial x}=0 \tag{3.5}
\end{equation*}
$$

If taking the expansion to the first order term of $\Pi$ and $Q$, we can have the Navier-Stokes equation and the heat conduction equation

$$
\begin{align*}
& \frac{\partial(\rho u)}{\partial t}+\frac{\partial\left(\rho u^{2}\right)}{\partial x}=-\frac{\partial p}{\partial x}+\frac{\partial}{\partial x}\left(\mu \frac{\partial u}{\partial x}\right),  \tag{3.6}\\
& \frac{\partial(\rho E)}{\partial t}+\frac{\partial(\rho E u)}{\partial x}=-\frac{\partial(p u)}{\partial x}+\frac{\partial}{\partial x}\left(\kappa \frac{\partial \varepsilon}{\partial x}\right),
\end{align*}
$$

with $\mu=2 \rho \varepsilon(2 \tau-1)$ and $\kappa=7 \rho \varepsilon(2 \tau-1) / 3$, which are the viscosity and the heat conductivity respectively.

### 3.2 A 2D Model

As for a flow problem on the 2D plane, the field is divided into a uniform square mesh and the step size is unit one in both directions. Then the set $V$ is chosen as $V=\{(0,0),(1,0),(\sqrt{2}, \sqrt{2}),(0,1),(-1, \sqrt{2}),(-1,0),(-\sqrt{2},-\sqrt{2})$, $(0,-1),(\sqrt{2},-\sqrt{2}),(2,0),(0,2),(-2,0),(0,-2)\}$, which contains thirteen
velocities and four speeds, $0,1, \sqrt{2}$, and 2 . Now, the $f_{\sigma i}^{e q}$,s are chosen as

$$
\begin{align*}
& f_{0}^{e q}=\rho\left(1-\frac{5}{2} \varepsilon+\frac{9}{4} \varepsilon^{2}\right)-\frac{2}{3} \rho u^{2} \\
& f_{1 i}^{e q}=\rho\left(\frac{2}{3} \varepsilon-\frac{5}{6} \varepsilon^{2}\right)+\rho\left(\frac{2}{3}-\varepsilon\right)\left(\mathbf{e}_{1 i} \cdot \mathbf{u}\right)+\frac{1}{2} \rho\left(\mathbf{e}_{1 i} \cdot \mathbf{u}\right)^{2}-\frac{1}{6} \rho u^{2}+\frac{1}{3} \rho\left(\mathbf{e}_{1 i} \cdot \mathbf{u}\right)^{3}, \\
& f_{\sqrt{2 i}}^{e q}=\frac{1}{8} \rho \varepsilon^{2}+\frac{1}{4} \rho \varepsilon\left(\mathbf{e}_{\sqrt{2} i} \cdot \mathbf{u}\right)+\frac{1}{8} \rho\left(\mathbf{e}_{\sqrt{2} i} \cdot \mathbf{u}\right)^{2}-\frac{1}{24} \rho u^{2}+\frac{1}{8} \rho\left(\mathbf{e}_{\sqrt{2} i} \cdot \mathbf{u}\right)^{3}, \\
& f_{2 i}^{e q}=\rho\left(\frac{7}{48} \varepsilon^{2}-\frac{1}{24} \varepsilon\right)-\rho\left(\frac{1}{24}-\frac{1}{18} \varepsilon\right)\left(\mathbf{e}_{2 i} \cdot \mathbf{u}\right)-\frac{1}{96} \rho u^{2}+\frac{1}{96} \rho\left(\mathbf{e}_{2 i} \cdot \mathbf{u}\right)^{3}, \tag{3.7}
\end{align*}
$$

with $i=1,2,3,4$. By the same way as above, taking the Chapman-Enskog expansion to the zeroth order term and the first order term, we can obtain the Euler and Navier-Stokes equations, respectively,

$$
\begin{equation*}
\partial_{t}\left(\rho u_{\alpha}\right)+\partial_{\beta}\left(\rho u_{\alpha} u_{\beta}\right)=-\partial_{\alpha} p, \partial_{t}(\rho \varepsilon)+\partial_{\beta}\left(\rho \varepsilon u_{\beta}\right)=-\partial_{\beta}\left(p u_{\beta}\right) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{align*}
& \partial_{t}\left(\rho u_{\alpha}\right)+\partial_{\beta}\left(\rho u_{\alpha} u_{\beta}\right)=-\partial_{\alpha} p+\partial_{\beta}\left[\nu \partial_{\beta}\left(\rho u_{\alpha}\right)+\zeta \partial_{\alpha}\left(\rho u_{\beta}\right)\right] \\
& \partial_{t}(\rho \varepsilon)+\partial_{\beta}\left(\rho \varepsilon u_{\beta}\right)=-\partial_{\beta}\left(p u_{\beta}\right)+\partial_{\alpha}\left(\kappa \rho \partial_{\alpha} \varepsilon\right)+\partial_{\alpha}\left[\nu u_{\beta} \partial_{\beta}\left(\rho u_{\alpha}\right)+\zeta \partial_{\alpha}\left(\rho u^{2}\right)\right], \tag{3.9}
\end{align*}
$$

where $\nu=\varepsilon(2 \tau-1) / 2, \kappa=\varepsilon(2 \tau-1)$, and $\zeta=2$, which are the shear viscosity, heat conductivity, and bulk viscosity, respectively.

### 3.3 Numerical Experiments

To examine the models presented above, we apply them to two problems, which are a shock wave tube problem and the Benard convection problem.

The 1D model in $\S 3.1$ is applied to the shock wave problem with Sod's initial conditions [7]:

$$
\left(\rho_{L}, u_{L}, p_{L}\right)=(1.0,0.0,1.0), \quad\left(\rho_{R}, u_{R}, p_{R}\right)=(0.125,0.0,0.1)
$$

Fig. 1 gives the results at time step 30. The numerical results show that the LB model gives the correct position and the resolution of the shock wave and contact discontinuity are also good.

The second model is used to the Benard convection problem which comes from a thermal convection experiment of a fluid that Benard did in 1900.

A container is filled up with a fluid. The distance between the upper and the lower plates of the container is much smaller than the width and the length of the plates. Heating the lower plate continuously, the temperature gradient arises in the fluid. If the temperature difference between those two plates, $\Delta T=T_{l}-T_{u}$, is not large, the fluid is macroscopically still in the


Figure 1: The shock wave tube problem.
stationary state. Eventually, when $\Delta T$ exceeds a critical value, the stationary state of the fluid is broken down suddenly and is replaced by the convection state. The convection circuits, i.e., the Benard pattern, can be seen in the container.

The mathematical description about the Benard convection problem is the Boussineq equations [2]

$$
\begin{aligned}
& \nabla \cdot \mathbf{u}=0 \\
& \frac{1}{P}\left(\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{u} \cdot \nabla) \mathbf{u}\right)=-\nabla p+\triangle \mathbf{u}+R_{a} \alpha \theta \lambda \\
& \frac{\partial \theta}{\partial t}+\mathbf{u} \cdot \nabla \theta=\mathbf{u} \cdot \lambda+\triangle \theta
\end{aligned}
$$

The boundary conditions are

$$
u=0, \quad \theta=0, \quad x_{3}=0,1,
$$

where $\lambda=(0,0,1)$ is a upper vertical unit vector, $\theta$ denotes the difference of temperature distribution between a certain initial state of the fluid and its perturbed state. $P=\nu / \kappa$ is called the Prandtl number and $R_{a}=g \alpha d^{3} \frac{\Delta T}{\nu \kappa}$


Figure 2: The Benard pattern.
the Rayleigh number in which $\nu, \kappa, g, \alpha$, and $d$ are the shear viscosity, the heat conductivity, the gravity acceleration, the coefficient of heat expansion, and the thickness of the fluid layer, respectively. This is a bifurcation problem. As the parameter $R_{a}$ changes, the solution of the problem also changes. When the Rayleigh number $R_{a}>1708$, the heat conduction of the fluid layer changes into the Benard convection.

In our simulation, a rectangle container is chosen and it is divided into a square lattice of $80 \times 20$. The initial state of fluid in the container is given randomly and the boundary conditions are treated as in [8]. The result at time step 763 is shown in Fig. 2 and a very good convection pattern is obtained which is in a good agreement with the result of experiment.
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# Block Implicit Computation of Flow Field in Solid Rocket Ramjets 

Zhibo Ma Jianshi Zhu


#### Abstract

To compute the flow field in solid rocket ramjet (SRR) in which the chamber has a complex boundary, a block implicit algorithm (BIA) had been developed. The boundary conditions of three-dimensional steady-state Navier-Stokes (NS) equations were treated by modifying the discrete equations and the grids were generated through an algebraic way. These methods have been put into practice and proved to be valid and efficient in the computation of flow field in the chamber. The technique developed here applies to similar problems in porous medium flows.
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## 1 Introduction

For the purpose of numerical study on the reaction flow field in SRR, the authors of this paper have developed a computer program in which the BIA has been adopted [2-4]. In this program all the control equations are in a cylindrical coordinate system and accordingly the domain of flow field is a simple column.

In the real SRR or so-called ducted rocket, the dome plate always presents the shape of a ellipsoid and the fuel nozzles are inserted into the forepart of the chamber. Such designs of structure make the field boundary complicated. For the sake of accommodating these situations, one may think that the curvilinear coordinate system would be the first choice, but this may not be the best idea because it increases the computational cost. In fact, the most part of the long chamber is in the shape of a column and it is still advantageous to use the cylindrical coordinate system if the boundary conditions could be processed properly. In this paper the coordinates of grids are calculated with an algebraic method and the treatment of boundary conditions of NS equations is discussed corresponding to these specific grids.

## 2 Generation of Grids

A new program has been developed to generate automatically grids. In the program the grids are generated in such a manner that the resulting computational domain can cover the actual domain. The boundary grids at the forepart of the chamber present the profile of ladders. This treatment can lead to a high accuracy in numerical simulation.

To eliminate the false numerical waves of pressure, a stagger-mesh has been adopted. In the stagger-mesh system, scalars are stored on the main grids and velocities are stored on the interface of the main grids. For threedimensional problems, each control volume (or a main grid) has six interfaces. These interfaces can be divided into three kinds, each of which is perpendicular to the axes of $x, r$, and $\theta$, respectively. During the process of calculations, each interface is labeled by a predefined integral number, which is stored in arrays named $j u d x(i, j, k), j u d r(i, j, k)$ and $j u d t h(i, j, k)$ corresponding to the three kinds of interfaces. The integral numbers representing the characteristics of interfaces are defined as follows:
" 0 " ......... means the interfaces are on the wall;
" 1 " ......... means the interfaces are in the inner field;
"11" .........means the interfaces are at the front air inlets;
" 12 " ..........means the interfaces are at the back air inlets;
" 21 " ..........means the interfaces are at the first fuel nozzle;
" 22 " .........means the interfaces are at the second fuel nozzle;
" 23 " ..........means the interfaces are at the third fuel nozzle.
When calculating flow fields, we must follow the conservation of mass of air and fuel, so in the process of discretization, the areas of interfaces must meet the conditions

$$
\begin{array}{r}
\sum_{j u d x(i, j, k)=11} A_{x}(i, j, k) \cos A_{1}+\sum_{j u d r(i, j, k)=11} A_{r}(i, j, k) \sin A_{1}=A R E A_{1}, \\
\sum_{j u d x(i, j, k)=12} A_{x}(i, j, k) \cos A_{2}+\sum_{j u d r(i, j, k)=12} A_{r}(i, j, k) \sin A_{2}=A R E A_{2},
\end{array}
$$

where $A R E A_{1}$ and $A R E A_{2}$ denote the cross-section areas of front and back air inlets, respectively. The grids on the fuel nozzles occur in the same way.

## 3 Outline of Block Implicit Algorithms

The steady control equation on a finite volume can be generally described in an integral form

$$
\oint_{\Delta \vec{S}}\left(\rho \vec{V} \phi-\Gamma_{\phi} \nabla \phi\right) \cdot d \vec{S}=\int_{\Delta V} S_{\phi} d V
$$

where $\phi$ denotes velocities or scalars.
When using a block implicit algorithm to solve the steady-state NS equations, the symmetrically coupled Gauss-Seidel (SCGS) technique is adopted in sweeping through the grids to smooth $u, v, w$, and $p$. For the grid with indices $(i, j, k)$, the variables to be smoothed can be described as a column vector [1]

$$
\vec{X}=\left[\begin{array}{llllll}
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & x_{6}
\end{array} x_{7}\right]
$$

and $\vec{X}$ is seperated into two parts as

$$
\vec{X}_{n e w}=\vec{X}_{o l d}+\Delta \vec{X}
$$

when it is updated. The corresponding discrete equations of $\Delta \vec{X}$ are

$$
\begin{equation*}
A \Delta \vec{X}=B \tag{3.1}
\end{equation*}
$$

It can be easily solved through a direct method.

## 4 Treatment of Boundary Conditions

To solve the NS equations of compressible flow in the chamber of SRR, computational conditions must be given by: (a) velocities and stagnation temperatures of air at the exit of inlets and those of fuel at the exit of fuel nozzles and (b) pressure at the exit of the chamber.

Generally, the mass flows of air and fuel are design parameters, so their velocities are unknown and must be recomputed continually to meet the given flows according to the densities at the air inlets and fuel nozzles. The density is obtained from the ideal gas state equation

$$
\rho=p / R T
$$

where the temperature is computed from the thermal enthalpy $H$ and special heat $C_{p}$ such as

$$
T=H / C_{p}
$$

Like the velocities on the entrance of the chamber, the pressure at the exit of the chamber (or the so-called $p_{\text {out }}$ ) is also an unknown quantity. The $p_{\text {out }}$ must be continually updated along with the iteration cycles on $u, v$, $w$, and $p$ to meet the real boundary conditions. In other words, $p_{\text {out }}$ is regarded as a constant in each cycle mentioned above and finally determined by other predefined parameters and physical states such as the stagnation pressures of air and fuel, the throat area of the chamber nozzle, and the combustion efficiency. To avoid divergence in solving the NS equations using BIA, care must be taken to treat the pressure, density, and velocity at the boundaries. With regard to the problem about the SRR chamber, five kinds of boundaries are encountered. Except at the exit of the chamber, a zeroderivative condition is used on the variables $p$ and $\rho$ at the boundary faces. At the exit of the chamber, pressure is given by $p_{\text {out }}$ as

$$
p(i m a x-1, j, k)=p_{\text {out }},
$$

and the density is obtained from the ideal gas state equation.
The velocities can be computed through their discrete equations described as follows:

## (a) At the entrance of air and fuel

At the entrance the velocities can be regarded as constants within each iteration cycle on $u, v, w$, and $p$, but they can not be allowed to be equal to the constants directly or it leads to divergence. In fact, the velocities on the boundaries are allowed to fluctuate, but finally they converge to the practical values. For example, at the entrance of air, if the three velocity components are $U_{\text {air }}, V_{\text {air }}$, and $W_{\text {air }}$, then their discrete equations corresponding to equation (3.1) are revised as

$$
\begin{aligned}
& a_{11} \Delta u(i, j, k)+a_{17} \Delta p(i, j, k)=a_{11}\left[U_{\text {air }}-u(i, j, k)_{o l d}\right], \\
& a_{33} \Delta v(i, j, k)+a_{37} \Delta p(i, j, k)=a_{33}\left[V_{\text {air }}-v(i, j, k)_{o l d}\right] \\
& a_{55} \Delta w(i, j, k)+a_{57} \Delta p(i, j, k)=a_{55}\left[W_{\text {air }}-w(i, j, k)_{o l d}\right] .
\end{aligned}
$$

(b) At the solid wall face

As the non-slide condition is adopted, the speed of fluid is zero on the wall, so the discrete equations of $u(i, j, k), v(i, j, k)$, and $w(i, j, k)$ are

$$
\begin{aligned}
& a_{11} \Delta u(i, j, k)+a_{17} \Delta p(i, j, k)=-a_{11} u(i, j, k)_{o l d} \\
& a_{33} \Delta v(i, j, k)+a_{37} \Delta p(i, j, k)=-a_{33} v(i, j, k)_{o l d} \\
& a_{55} \Delta w(i, j, k)+a_{57} \Delta p(i, j, k)=-a_{55} w(i, j, k)_{o l d} .
\end{aligned}
$$

## (c) At the symmetric plane

In this situation, $w(i, j, k)$ or $w(i, j, k+1)$ become zero, so their discrete equations are

$$
\begin{aligned}
& a_{55} \Delta w(i, j, k)+a_{57} \Delta p(i, j, k)=-a_{55} w(i, j, k)_{o l d} \\
& a_{66} \Delta w(i, j, k+1)+a_{67} \Delta p(i, j, k)=-a_{66} w(i, j, k+1)_{o l d}
\end{aligned}
$$

## (d) At the axis of the chamber

At the first layer of grids near the axis of the chamber, the SCGS operator can not be applied, so the velocities are approximated by using those of the second layer of grids:

$$
\begin{aligned}
& u(i, 1, k)=u(i, 2, k) \\
& v(i, 1, k)=\cos (0.5(\theta(i, j, k)+\theta(i, j, k+1))) v_{0}(i) \\
& w(i, 1, k)=\sin (\theta(i, j, k)) v_{0}(i)
\end{aligned}
$$

where

$$
v_{0}(i)=\left|\vec{v}_{0}(i)\right| .
$$

In the above formula, $\vec{v}_{0}(i)$ is the velocity component projected in the $(r, \theta)$ plane of the fluid, the position of which is on the axis of chamber.

To keep the conservation of mass flow, the variables of $v(i, 2, k)$ must be obtained from the mass continuity equation.
(e) At the exit of chamber

The flow field can be regarded as fully developed at the exit of the chamber; therefore, the derivatives of velocities along with the chamber axis are considered to be zero. They are described as

$$
\begin{aligned}
& u(i \max , j, k)=u(i \max -1, j, k), \quad v(i \max , j, k)=v(i \max -1, j, k), \\
& w(i \max , j, k)=w(i \max -1, j, k)
\end{aligned}
$$

## 5 Numerical Example

To verify the quality of the treatment of boundary conditions, we have calculated a problem of a model ramjet that has two front air inlets and two back fuel nozzles. The structure is symmetrical in $(r, \theta)$ plane. The computation domain of $\theta$ is $0^{\circ} \sim 90^{\circ}$. The mesh contains $34 \times 17 \times 11$ grid nodes. To solve the compressible problem (neglecting the chemical reaction), it spends PC586 about 3.0 minutes when the norm of residuals converges to a level less than $10^{-5}$. The normalized error of flow at the exit of chamber is less than $0.3 \%$.

## 6 Conclusions

The numerical simulation on reaction flow in SRR is a burdensome task that spends much computation time, so it is important to develop a numerical method to solve efficiently this practical engineering problem. Through the approach described above, the grids are generated rapidly by an algebraic way. With the special treatment of boundary conditions, the NS equations can be solved quickly in the cylindrical coordinate system and the conservation of mass flow can be well observed even for the chamber with a large L/D ratio. The computer program developed under the guidance of these ideas plays a useful role in the research and development on SRR.
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#### Abstract

Some mixed finite element methods for a non-Newtonian flow problem are discussed in this pape. A new variational formulation is proposed to handle the Newtonian-viscosity dependent problem arising from a three-field version of the White-Metzner model. It allows us to derive Newtonian-viscosity independent error bounds and to facilitate the choice of stable finite element spaces. Moreover, a continuous stress approximation can be obtained without any extra effort. The enhanced-strain-oriented quadrilateral Wilson- $P_{1}$ element is used for approximating the two-field version with or without a modification on the variational formulation. Stability is justified and quasi-optimal error bounds are presented.
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## 1 Introduction

Non-Newtonian flows are extensively involved in a number of problems such as the production of oil and gas from underground reservoirs. Such kind of problem has an intrinsic, two-scale coupling which poses some challenges in the numerical simulation, and the difficulty emanates from the nonlinear viscosity. Numerical simulation of many problems in this field is still open. In this paper we consider a simplified model, which possesses some intrinsic characters of the original problem. It is believed that an effective algorithm for the original problem should be effective for the simplified model considered herein.

Our assumptions for the simplification are the following: only steady-state flows are take into account, inertial effects are ignored, the Deborah number is small, and, consequently, we only consider quasi-Newtonian fluids.

The line of the paper follows: in $\S 2$, the White-Metzner model is presented and a new variational principle is proposed to deal with the Newtonian-viscosity-dependent problem and in $\S 3$, the enhanced-strain-oriented quadrilateral Wilson- $P_{1}$ element is presented and analyzed.

## 2 Model of White-Metzener and NewtonianViscosity Dependent Problem

We give a brief description of a White-Metzner model for the viscoelastic flow. We refer to [7] for a more general description.

Let $\Omega$ be a bounded convex polygonal in $\mathcal{R}^{N}(N=2,3)$ with the Lipschitz boundary $\Gamma . \mathcal{R}^{N}$ is equipped with Cartesian coordinates $x_{i}, i=1, \ldots, N$. For a function $u, \frac{\partial u}{\partial x_{i}}$ is written as $u_{, i}$, and the Einstein convention for summation is used.

For a scalar function $p$, the gradient of $p$ is a vector $\nabla p$, and $(\nabla p)_{i}=p_{, i}$. If $q$ is another scalar function, we denote $(p, q)=\int_{\Omega} p q$. For a vector function $\mathbf{u}$, the gradient of $\mathbf{u}$ is a tensor $\nabla \mathbf{u},(\nabla \mathbf{u})_{i j}=\mathbf{u}_{i, j}, \operatorname{div} \mathbf{u}=\mathbf{u}_{i, i}, \mathbf{u} \cdot \nabla=\mathbf{u}_{i} \frac{\partial}{\partial x_{i}}$. For a tensor function $\sigma, \nabla \cdot \sigma$ is a vector function, $(\nabla \cdot \sigma)_{i}=\sigma_{i j, j}, \sigma: \tau=\sigma_{i, j} \tau_{i, j}$, $|\sigma|^{2}=\sigma: \sigma$, and $(\sigma, \tau)=\int_{\Omega} \sigma: \tau$.

To describe the flow, we use the pressure $p$ (scalar), the velocity vector $\mathbf{u}$, and the total stress tensor $\sigma_{\text {tot }} . \mathcal{E} u=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla^{T} \mathbf{u}\right)$ is the rate of strain tensor, and $\mathcal{E}_{\mathrm{U}}(\mathbf{u})=\frac{1}{2} \mathcal{E}_{i j}(\mathbf{u}) \mathcal{E}_{i j} \mathbf{u}$ is the second invariant of $\mathcal{E} \mathbf{u}$.

A White-Metzner type model is described by the constitutive equations:

$$
\sigma_{t o t}=\sigma+\sigma_{N}-p \mathbf{I},(\mathbf{I})_{i j}=\delta_{i j}, \sigma_{N}=2 \mu \mathcal{E} \mathbf{u}, \sigma=2 \eta\left(\mathcal{E}_{\mathrm{L}}(\mathbf{u})\right) \mathcal{E} \mathbf{u}
$$

where $\mu$ is the Newtonian part of the viscosity and $\eta$ is the viscosity function for the viscoelastic part. The velocity $\mathbf{u}$ must satisfy the incompressible condition

$$
\operatorname{div} \mathbf{u}=0 .
$$

In this paper we consider the stationary creeping flow [11. The fluid is subject to a density of force $\mathbf{f}$. Then the momentum equation is

$$
-\operatorname{div} \sigma_{t o t}=\mathbf{f} .
$$

Two classical laws for $\eta$ are the Power law and Carreau's law [1]:
Power law: $\eta_{p}(z)=\frac{1}{2} g z^{\frac{(r-2)}{2}}, \quad r>1, g \geq 0 ;$
Carreau's law: $\eta_{c}(z)=\left(\eta_{0}-\eta_{\infty}\right)(1+\lambda z)^{\frac{r-2}{2}}, \quad 0 \leq \eta_{\infty}<\eta_{0}, r>1$.

Sobolev spaces are needed. $\mathbf{T}=\left[L^{r^{\prime}}(\Omega)\right]^{N(N+1) / 2}=\left\{\tau=\left(\tau_{i j}\right) \mid \tau_{i j}=\right.$ $\left.\tau_{j i}, \tau_{i j} \in L^{r^{\prime}}(\Omega), i, j=1, \ldots, N\right\}$ with the norm $\|\tau\|_{\mathbf{T}}=\left(\int_{\Omega}|\tau|^{r^{\prime}}\right)^{\frac{1}{r^{\prime}}} .(\cdot, \cdot)$ denotes the inner product of $\mathbf{X}=\left[W_{0}^{1, r}(\Omega)\right]^{N}, M=L_{0}^{r^{\prime}}(\Omega)=\left\{q \in L^{r^{\prime}}(\Omega) \mid\right.$ $\left.\int_{\Omega} q=0\right\}$. $\mathbf{X}$ and $M$ are equipped with the norm $\|\mathbf{v}\|_{\mathbf{X}}=\left(\int_{\Omega}|\mathcal{E} \mathbf{v}|^{r}\right)^{\frac{1}{r}}$ and $\|q\|_{M}=\left(\int_{\Omega}|q|^{r^{\prime}}\right)^{\frac{1}{r^{\prime}}}$, respectively. It is easy to see $\|\cdot\|_{\mathbf{X}}$ is an equivalent norm over $X$. We also denote $\mathbf{T}^{\prime}$ and $\mathbf{X}^{\prime}$ the dual space of $\mathbf{T}$ and $\mathbf{X}$, respectively, and $\langle$,$\rangle the dual multiple between \mathbf{X}$ and $\mathbf{X}^{\prime}$. For $1<r<2$, we must modify the definition of $\mathbf{X}$ and define $\mathbf{X}_{1}=\mathbf{X} \cap\left[H_{0}^{1}(\Omega)\right]^{N}$, but we still denote it as $\mathbf{X}$ for simplicity .

Some progress has been achieved in the finite element approximation of this problem. In 1992, Baranger, et al. [2] gave the first finite element approximation based upon a special case of the following variational formulation with $\alpha=1$. However, abstract error bounds they obtained are $\mu$-dependent; i.e, the error bounds are deteriorated as the Newtonian viscosity approaches zero. Furthermore, no finite element space pair is available. Meanwhile, the continuous approximation for the extra stress is widely used in engineer literatures; however, a fairly large finite element space is needed to achieve this goal ( $[9,20])$ that would cause an extra cost and lose the accuracy. Recently, the so-called $E V S S$ and its modification [8] are proposed to attack this problem, but it needs an extra variable that would increase the cost and even seriously it would lead to unsymmetric algebraic systems.

Below a new variational formulation ([1] ) is proposed to solve the above problems. Some operators are needed to introduce our method:

$$
\begin{aligned}
& B: \mathbf{X} \rightarrow \mathbf{X}^{\prime}, \quad B(\mathbf{u})=2 \eta\left(\mathcal{E}_{\amalg}(\mathbf{u})\right) \mathcal{E} \mathbf{u} \\
& \mathcal{H}_{\alpha}: \mathbf{T} \times \mathbf{X} \times M \rightarrow \mathbf{T}^{\prime} \times \mathbf{X}^{\prime} \times M^{\prime} \\
& l: \mathbf{T} \times \mathbf{X} \times M \rightarrow \mathbf{T}^{\prime} \times \mathbf{X}^{\prime} \times M^{\prime} \\
& \mathbf{x}=(\sigma, \mathbf{u}, p), \quad \mathbf{y}=(\tau, \mathbf{v}, q), \\
& \left(\mathcal{H}_{\alpha}(\mathbf{x}), \mathbf{y}\right)=\alpha(A(\sigma), \tau)-\alpha(\tau, \mathcal{E} \mathbf{u})+\alpha(\sigma, \mathcal{E} \mathbf{u})+(1-\alpha)(B(\mathbf{u}), \mathcal{E} \mathbf{v}) \\
& \quad+2 \mu(\mathcal{E} \mathbf{u}, \mathcal{E} \mathbf{v})-(p, \operatorname{div} \mathbf{v})+(q, \operatorname{divu}), \quad \alpha \in[0,1] \\
& <\mathbf{l}, \mathbf{y}>=<\mathbf{f}, \mathbf{v}>
\end{aligned}
$$

We define the problem: Problem $\mathcal{H}$. Find $\mathbf{x} \in \mathbf{T} \times \mathbf{X} \times M$ such that

$$
\left(H_{\alpha}(\mathbf{x}), \mathbf{y}\right)=<\mathbf{l}, \mathbf{y}>\quad \forall \mathbf{y} \in \mathbf{T} \times \mathbf{X} \times M, \forall \alpha \in[0,1]
$$

It can be cast into the saddle point problem: Problem $\mathcal{H}$. Find $\mathbf{x} \in$
$\mathbf{T} \times \mathbf{X} \times M$ such that

$$
\begin{aligned}
& \alpha(A(\sigma), \tau)-\alpha(\tau, \mathcal{E} \mathbf{u})=0 \quad \forall \tau \in \mathbf{T} \\
& \alpha(\sigma, \mathcal{E} \mathbf{v})+(1-\alpha)(B(\mathbf{u}), \mathcal{E} \mathbf{v})+2 \mu(\mathcal{E} \mathbf{u}, \mathcal{E} \mathbf{v}) \\
& \quad-(p, \operatorname{div} \mathbf{v})=<\mathbf{f}, \mathbf{v}>\quad \forall \mathbf{v} \in \mathbf{X} \\
& (\operatorname{div} \mathbf{u}, q)=0 \quad \forall q \in M, \quad \alpha \in[0,1]
\end{aligned}
$$

When $\alpha$ equals 1 or 0 , Problem $\mathcal{H}$ degenerates to the problem which has been discussed in [5, 6, or the model discussed in the next section, respectively. We only consider the case $\alpha \in(0,1)$ in this section.

Based on the classic theory of a mixed variational problem (see 3] for the linear case and [19] the for nonlinear case), the basic vehicle for the analysis of Problem $\mathcal{H}$ is the following two inequalities, which concern the monotony and continuity properties of $A(\sigma)$.

Though the explicit formula for $A(\sigma)$ is not available when $\eta=\eta_{c}$, we are still able to prove the monotony and continuity properties of $A(\sigma)$ in this case.

Theorem 2.1 ([14) There exists a constant $C$ independent of $\sigma$ and $\tau$ such that, for any $\delta \geq 0$,

$$
\begin{aligned}
& (A(\sigma)-A(\tau), \sigma-\tau) \geq C|\sigma-\tau|^{2+\delta}(1+|\sigma|+|\tau|)^{r^{\prime}-2-\delta} \\
& |A(\sigma)-A(\tau)| \leq C|\sigma-\tau|^{1-\delta}(1+|\sigma|+|\tau|)^{r^{\prime}-2+\delta}
\end{aligned}
$$

The proof of these inequalities is tremendously long since in this case the explicit form of $A(\sigma)$ is unknown. The baisc idea in our proof is the prolongation trick and the application of the known results for $A(\sigma)$ when $\eta=\eta_{p}$.

We assume that the triangulation $\mathcal{C}_{h}$ is a regular partition of $\Omega$; the quasiuniformity of $\mathcal{C}_{h}$ is not necessary unless we state it clearly. Let $\mathbf{T}_{h}, \mathbf{X}_{h}$, and $M_{h}$ be the finite element space: $\mathbf{T}_{h} \in \mathbf{T}, \mathbf{X}_{h} \in \mathbf{X}$, and $M_{h} \in M$.

Problem $\mathcal{H}_{h}$. Find $\mathbf{x}_{h}=\left(\sigma_{h}, \mathbf{u}_{h}, p_{h}\right) \in \mathbf{T}_{h} \times \mathbf{X}_{h} \times M_{h}$ such that

$$
\left(\mathcal{H}_{\alpha}\left(\mathbf{x}_{h}\right), \mathbf{y}\right)=<\mathbf{l}, \mathbf{y}>\quad \forall \mathbf{y} \in \mathbf{T}_{h} \times \mathbf{X}_{h} \times M, \forall \alpha \in(0,1)
$$

The well-posedness of Problem $\mathcal{H}_{h}$ depends heavily on the $B$ - $B$ inequality

$$
\exists \beta_{h}(r)>0, \quad \inf _{q \in M_{h}} \sup _{\mathbf{v}_{h} \in \mathbf{X}_{h}} \frac{\left(\operatorname{div}_{h}, q\right)}{\left\|\mathbf{v}_{h}\right\| \mathbf{x}\|q\|_{M}} \geq \beta_{h}(r)
$$

Choosing $\mathbf{X}_{h}$ and $M_{h}$ satisfy the above $B$ - $B$ inequality is a delicate task, though there are many examples for $r=2$ (see 10] and [3] for a review).

Nevertheless, there exist far fewer examples for the case $r \neq 2$. In [16], a general criterion is given and exploited to prove that almost all the stable pairs for the case $r=2$ is also stable for the case $r \neq 2$.

Remark 2.1 Note that the B-B inequality for $(\sigma, u)$ and ( $\sigma_{h}, \mathbf{u}_{h}$ ) is no longer needed either for Problem $\mathcal{H}$ or for Problem $\mathcal{H}_{h}$. An enhanced $K$-ellipticity is introduced in a natural, reasonable and unifying way. It is known that there are many finite element space pairs satisfying the $B-B$ inequality either for $(\sigma, u)$ or for $(\mathbf{u}, p)$, but they do not satisfy the two $B-B$ inequalities simultaneously [18].

To derive error bounds, we adopt the abstract quasi-norm introduced in [6], which is very useful. Let $(\sigma, \mathbf{u}) \in \mathbf{T} \times \mathbf{X}$ be the solution of Problem (H). Then for $(\tau, \mathbf{v}) \in \mathbf{T} \times \mathbf{X}$, we define the quasi-norms

$$
\begin{aligned}
& |\tau|_{r^{\prime}}^{\rho^{\prime}}=\int_{\Omega}|\tau|^{2}(\theta+|\sigma|+|\tau|)^{r^{\prime}-2}, \quad \rho^{\prime}=\max \left(2, r^{\prime}\right) \\
& |\mathcal{E} \mathbf{v}|_{r}^{\rho}=\int_{\Omega}|\mathcal{E} \mathbf{v}|^{2}(\theta+|\mathcal{E} \mathbf{u}|+|\mathcal{E} \mathbf{v}|)^{r^{\prime}-2}, \quad \rho=\max (2, r)
\end{aligned}
$$

If the usual approximation properties for the finite element spaces $\mathbf{T}_{h}, \mathbf{X}_{h}$, and $M_{h}$ is assumed and the $B-B$ inequality hlods, then we have the following error bounds.

Define $\kappa \in[r, r+(2-r) \theta]$ for $r \in(1,2]$ and $\kappa \in[r, r+(r-2) \theta]$ for $r \in(1,2]$ below.

Theorem 2.2 Let $\alpha \in(0,1)$ and $\left(\sigma_{h}, u_{h}\right) \in T_{h} \times V_{h}$ be the unique solution of Problem $\mathcal{H}_{h}$.
(i) If $r \in(1,2]$, we have

$$
\left\|\sigma-\sigma_{h}\right\|_{\mathbf{T}} \leq C h^{k \frac{\kappa}{r^{\prime}}},\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{1, r}+\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{1,2} \leq C h^{\frac{k \kappa}{2}}
$$

In particular, when $\theta=1$, we even have $\left\|\sigma-\sigma_{h}\right\|_{L^{2}} \leq C_{1} h^{k}$.
(ii) If $r \in[2, \infty)$, we have

$$
\left\|\sigma-\sigma_{h}\right\|_{\mathbf{T}} \leq C h^{\frac{k \kappa^{\prime}}{2}}, \quad\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{1, r} \leq C h^{\frac{k \kappa^{\prime}}{r}}
$$

When $\theta=1$, we even have

$$
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{1,2} \leq C h^{k}, \quad\left\|\sigma-\sigma_{h}\right\|_{L^{2}} \leq C h^{\frac{k \kappa^{\prime}}{2}}
$$

(iii) Furthermore, if the mesh is quasi-uniformity, then

$$
\begin{align*}
& \left\|p-p_{h}\right\|_{L^{\nu^{\prime}}} \leq C \zeta, \quad r \in(1,2] \\
& \zeta=\min \left(\mu^{\frac{1}{2}} h^{\frac{k \kappa}{2}+N\left(\frac{1}{2}-\frac{1}{\kappa}\right)}, h^{k(\kappa-1)}\right)  \tag{2.1}\\
& \left\|p-p_{h}\right\|_{L^{\nu^{\prime}}} \leq C h^{\frac{k \kappa^{\prime}}{2}}, \quad r \in[2, \infty)
\end{align*}
$$

Remark 2.2 When $r \in(1,2]$, the error bound (2.1) for the pressure is deteriorated. We find that the deterioration happens only in the limiting cases: (1) $N=2, k=1$, (2) $N=3, k=1$, (3) $N=3, k=2\left(r \in\left(1, \frac{3}{2}\right)\right)$. If we assume $\mu=h^{\left(\frac{N}{r}-k\right)(2-r)}$ in these three cases, the accuracy can be recovered. In fact, this kind of assumption on $\mu$ is realistic when $\mu$ is very small. Recalling that in this case the proper Sobolev space for the pressure is $L_{0}^{2}(\Omega)$, we only need to derive error bounds in $L_{0}^{2}(\Omega)$. Since the norm on $L_{0}^{2}(\Omega)$ is weaker than that in $L_{0}^{r^{\prime}}(\Omega)$ in the present situation, we can expect to get $\mu$-independent error bounds; it is just the case.

Corollary 2.1 With the same assumptions as in case (iii) of Theorem 2.2, we have

$$
\left\|p-p_{h}\right\|_{L^{2}} \leq C h^{k(r-1)}, \quad \theta=0, \quad\left\|p-p_{h}\right\|_{L^{2}} \leq C h^{k}, \quad \theta=1
$$

Exploiting the special structure of our quasi-norm, we can get some error bounds with respect to stronger norm (see 14).

## 3 Wilson Element for Non-newtonian Flow

In 1995, Reddy and Simo [17] investigated the stability property of the enhanced strain method, which is identical to the Wilson element method under uniform square meshes. More recently, Zhang [24] has established the stability of the Wilson element and its variants [23] for the incompressible elastic problem over an arbitrary quadrilateral mesh with a minor modification of the original variational formulation. In [17], the enhanced strain oriented element has been subject to a severe numerical test, which indicated that such kind of element performs very well even on relatively coarse mesh. Therefore, it is worthwhile to study the Wilson element in the present context.

In this section, we study the convergence behavior of the enhanced strain oriented Wilson element for Problem $\mathcal{H}$ with $\alpha=0$, with or without a modification on the variational formulation. We show that the same accuracy can be achieved compared to the conforming bilinear element for the variational formulation with a minor modification, and under the bi-section condition [21], the same assertion holds for the variational formulation without a modification.

The Wilson nonconforming finite element space [23] is

$$
\left\{\mathbf{v} \in\left[L^{2}(\Omega)\right]^{2} \mid \hat{\mathbf{v}}=\mathbf{v} \circ F_{K} \in \mathbf{P}(\hat{K}) \quad \forall K \in \mathcal{C}_{h}\right\}
$$

where $\left[Q_{1}(\hat{K})\right]^{2} \subset \mathbf{P}(\hat{K}) \subset\left[P_{2}(\hat{K})\right]^{2}$. We write $\mathbf{P}(\hat{K})=\left[Q_{1}(\hat{K})\right]^{2}+\mathbf{B}(\hat{K})$, where $\mathbf{B}(\hat{K})$ contains the nonconforming part:

$$
\mathbf{B}(\hat{K})=\operatorname{Span}\left(\xi^{2}-1, \eta^{2}-1\right)^{2}
$$

We denote the Wilson nonconforming element space as $\mathbf{X}_{h}$ and the $P_{1}$ conforming element space as $M_{h}$, which is used for approximating the velocity and pressure, respectively. $\mathbf{X}_{h}$ can be decomposed into the conforming part $\mathbf{V}_{h}$ and the nonconforming part $\mathbf{B}_{h}$ :

$$
\begin{aligned}
& \mathbf{V}_{h}=\left\{\mathbf{v}^{c} \in X \mid \hat{\mathbf{v}}^{c}=\mathbf{v}^{c} \circ F_{K} \in\left[Q_{1}(\hat{K})\right]^{2} \quad \forall K \in \mathcal{C}_{h}\right\} \\
& \mathbf{B}_{h}=\left\{\mathbf{v}^{b} \in\left[L^{r}(\Omega)\right]^{2} \mid \hat{\mathbf{v}}^{b}=\mathbf{v}^{b} \circ F_{K} \in \mathbf{B}_{K} \quad \forall K \in \mathcal{C}_{h}\right\}
\end{aligned}
$$

Define the semi-norm

$$
\|\mathbf{v}\|_{h}=\left(\sum_{K \in \mathcal{C}_{h}}|\mathbf{v}|_{1, r, K}^{r}\right)^{\frac{1}{r}}=\left(\sum_{K \in \mathcal{C}_{h}}\left|v_{1}\right|_{1, r, K}^{r}+\sum_{K \in \mathcal{C}_{h}}\left|v_{2}\right|_{1, r, K}^{r}\right)^{\frac{1}{r}} .
$$

We list some geometric properties of an arbitrary quadrilateral mesh [10]:

$$
\begin{gathered}
x^{k}=a_{0}+a_{1} \xi+a_{2} \eta+a_{12} \xi \eta, \quad y^{k}=b_{0}+b_{1} \xi+b_{2} \eta+b_{12} \xi \eta . \\
D F_{K}(\xi, \eta)=\left(\begin{array}{cc}
a_{1}+a_{12} \eta & a_{2}+a_{12} \xi \\
b_{1}+b_{12} \eta & b_{2}+b_{12} \xi
\end{array}\right),
\end{gathered}
$$

and the Jacobian of $F_{K}$ is $J_{K}(\xi, \eta)=\operatorname{det}\left(D F_{K}\right)=J_{0}^{K}+J_{1}^{K} \xi+J_{2}^{K} \eta$, where $J_{0}^{K}=a_{1} b_{2}-a_{2} b_{1}, J_{1}^{K}=a_{1} b_{12}-a_{12} b_{1}, J_{2}^{K}=a_{12} b_{1}-a_{2} b_{12}$. Denote the inverse of $F_{K}$ by $F_{K}^{-1}$. Then

$$
\left(D F_{K}\right)^{-1}(\xi, \eta)=\frac{1}{J_{K}(\xi, \eta)}\left(\begin{array}{ll}
b_{2}+b_{12} \xi & -a_{2}-a_{12} \xi \\
-b_{1}-b_{12} \eta & a_{1}+a_{12} \eta
\end{array}\right)
$$

With these notation, for any $v \in W^{1, r}(\Omega)$ we define $\frac{\tilde{\partial} v}{\partial x}, \frac{\tilde{\partial} v}{\partial y}$ as follows:

$$
\begin{aligned}
& J_{K} \frac{\tilde{\partial v}}{\partial x}=\frac{\partial y^{K}}{\partial \eta}(0,0) \frac{\partial \hat{v}}{\partial \xi}-\frac{\partial y^{K}}{\partial \xi}(0,0) \frac{\tilde{\partial} \hat{v}}{\partial \eta}=b_{2} \frac{\partial \hat{v}}{\partial \xi}-b_{1} \frac{\tilde{\partial} \hat{v}}{\partial \eta}, \\
& J_{K} \frac{\tilde{\partial v} v}{\partial y}=-\frac{\partial x^{K}}{\partial \eta}(0,0) \frac{\partial \hat{v}}{\partial \xi}+\frac{\partial y^{K}}{\partial \xi}(0,0) \frac{\partial \hat{v}}{\partial \eta}=-a_{2} \frac{\partial \hat{v}}{\partial \xi}+a_{1} \frac{\partial \hat{v}}{\partial \eta} .
\end{aligned}
$$

We define the modified divergence operator by

$$
\operatorname{div} \mathbf{v}=\frac{\tilde{\partial} v_{1}}{\partial x}+\frac{\tilde{\partial} v_{2}}{\partial y}
$$

and

$$
\begin{aligned}
& \left.[B(\mathbf{u}), \mathcal{E} \mathbf{v}]_{h}=\left(A\left(\mathbf{u}^{c}\right), \mathcal{E} \mathbf{v}^{c}\right)_{h}+\left(A\left(\mathbf{u}^{b}\right), \mathcal{E} \mathbf{v}^{b}\right)\right)_{h}, \\
& {[\operatorname{div} \mathbf{u}, p]_{h}=\left(\operatorname{div} \mathbf{u}^{c}, p\right)+\left(\operatorname{div} \mathbf{u}^{b}, p\right)_{h}, \quad[\mathbf{f}, \mathbf{v}]_{h}=\left(\mathbf{f}, \mathbf{v}^{c}\right) .}
\end{aligned}
$$

Problem $\mathcal{H}_{h}$. Find $\left(\mathbf{u}_{h}, p_{h}\right) \in \mathbf{X}_{h} \times M_{h}$ such that

$$
\begin{aligned}
& {\left[A\left(\mathbf{u}_{h}\right), \mathcal{E} \mathbf{v}\right]_{h}-\left[\operatorname{divv}, p_{h}\right]_{h}=[\mathbf{f}, \mathbf{v}]_{h} \quad \forall \mathbf{v} \in \mathbf{X}_{h},} \\
& {\left[\operatorname{div} \mathbf{u}_{h}, q\right]_{h}=0 \quad \forall q \in M_{h} .}
\end{aligned}
$$

To get the well-posedness of Problem $\mathcal{H}_{h}$, we need the following lemmas.
Lemma 3.1 ([15)

$$
\begin{aligned}
& C_{1}\left(\left|\mathbf{v}^{c}\right|_{1, r}+\left\|\mathbf{v}^{b}\right\|_{h}\right) \leq\|\mathbf{v}\|_{h} \leq C_{2}\left(\left|\mathbf{v}^{c}\right|_{1, r}+\left\|\mathbf{v}^{b}\right\|_{h}\right) \quad \forall \mathbf{v} \in \mathbf{X}_{h}, \\
& \left\|\mathbf{v}^{b}\right\|_{0, r} \leq C h\left\|\mathbf{v}^{b}\right\|_{h} \quad \forall \mathbf{v} \in \mathbf{X}_{h} .
\end{aligned}
$$

This lemma can be proved by a combination of scaling trick and the equivalent norm theorem in finite dimensional spaces.

Lemma 3.2 ([15) The discrete Korn inequality

$$
\|\mathbf{v}\|_{h} \leq C\|\mathcal{E} \mathbf{v}\|_{0, r} \quad \forall \mathbf{v} \in \mathbf{X}_{h},
$$

and the $B$-B inequality hold

$$
\exists \beta_{h}(r)>0, \quad \inf _{q \in M_{h}} \sup _{\mathbf{v} \in \mathbf{X}_{h}} \frac{[\operatorname{div\mathbf {v}}, q]}{\|\mathbf{v}\|_{h}\|q\|_{M}} \geq \beta_{h}(r) .
$$

The proof of this $B$-B inequality is long and technical; we refer to [15] for more details.

Theorem 3.1 If $\left(\mathbf{u}_{h}, p_{h}\right) \in \mathbf{X}_{h} \times M_{h}$ is the unique solution of $\left(H_{h}\right)$, then
i) for $r \in(1,2]$, we have

$$
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{h} \leq C h^{\frac{\kappa}{2}}, \quad\left\|p-p_{h}\right\|_{M} \leq C h^{\kappa-1}
$$

ii) for $r \in[2, \infty)$, we have

$$
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{h} \leq C h^{\frac{1}{k-1}}, \quad\left\|p-p_{h}\right\|_{M} \leq C h^{\frac{k^{\prime}}{2}} .
$$

When $\theta=1$, we even have

$$
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{1,2} \leq C h^{\frac{\kappa}{2}} .
$$

Corollary 3.1 The nonconforming part of the approximate solution $\mathbf{u}_{h} \in$ $\mathbf{X}_{h}$ tends to zero with the estimates

$$
\begin{gathered}
\left\|\mathbf{u}_{h}^{b}\right\|_{0, r}+h\left\|\mathbf{u}_{h}^{b}\right\|_{h} \leq C h^{1+\frac{\kappa}{2}} \quad \forall r \in(1,2], \\
\left\|\mathbf{u}_{h}^{b}\right\|_{0, r}+h\left\|\mathbf{u}_{h}^{b}\right\|_{h} \leq C h^{1+\frac{1}{k-1}} \quad \forall r \in(2, \infty) .
\end{gathered}
$$

Furthermore,

$$
\left\|\mathbf{u}-\mathbf{u}_{h}^{c}\right\|_{h} \leq C h^{\frac{\kappa}{2}} \quad \forall r \in(1,2], \quad\left\|\mathbf{u}-\mathbf{u}_{h}^{c}\right\|_{h} \leq C h^{\frac{1}{\kappa-1}} \quad \forall r \in(2, \infty) .
$$

As for the variational formulation without a modification, we only need the bi-section condition (see [21):

Bisection condition. The distance $d_{K}$ between the midpoints of two diagonals of $K \in C_{h}$ is of order $O\left(h_{K}^{2}\right)$ uniformly for all elements $K$ as $h \rightarrow 0$.
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# Numerical Simulation of Compositional Fluid Flow in Porous Media 
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#### Abstract

A new sequential solution method with selectively chosen primary variables is developed for modeling the enhanced oil recovery processes. A mixed finite element method (MFEM) is used to solve one phase pressure and pseudo total-volumetric velocity simultaneously. An Eulerian-Lagrangian localized adjoint method (ELLAM) is used to solve each transport equations. Computational results for two- and three-phase multi-component fluid flow occurring in enhanced oil recovery processes are presented, which show the strength of the method.
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## 1 Introduction

The objective of reservoir simulation is to understand the complex chemical, physical, and fluid flow processes occurring in a petroleum reservoir sufficiently well to be able to optimize hydrocarbon recovery. To do this, one must be able to predict the reservoir performance under various exploitation schemes. In many enhanced oil recovery processes, some chemicals are injected into the reservoir to mobilize the residual oil trapped in the reservoir rocks. Thus, two or more fluids can flow in an immiscible fashion at certain times and in a miscible manner at other times. Different compositional models have been developed to model accurately these processes by characterizing the composition of reservoir fluid using a finite number of components [1] 2, 14, leading to strongly coupled systems of nonlinear partial differential equations (PDEs) and constraining equations. The governing PDEs are basically of an advection/diffusion type with advection being the dominant process. Although diffusion or dispersion is a small phenomenon
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relative to advection, it is important for miscible flow regimes and may at times describe important capillary pressure effects in the immiscible flows. The constraining equations provide further information on the distribution of mass for each individual component in different phases. In general, they are strongly nonlinear, implicit functions of pressure and mole fractions for each component in different phases. Consequently, extremely large number of PDEs and unknown variables are involved.

The combination of strong nonlinearities and close couplings between the equations and constraints cause severe numerical difficulties in the solution of the systems. Due to the enormous size of many field-scale applications, these equations cannot be solved in a fully-coupled, fully-implicit fashion, and some linearization techniques must be used to obtain the numerical solution. However, a blind linearization with little regard to the properties of the equations or the solutions can result in extremely large, ill-conditioned, nonlinear systems; the accurate solution of these equations can be extremely difficult and expensive. Choices of implicitness and decoupling of the equations must be analyzed and treated with great care for these difficult problems. Secondly, quite large grid-spacings must be used in the discretization of PDEs due to the enormous size and complexities of the problems. The use of large grid-spacings in space-centered finite difference methods (FDMs) and finite element methods (FEMs) often yield numerical solutions with excessive oscillations. On the other hand, upwind FDM and Petrov-Galerkin FEM can produce numerical solutions with severe numerical dispersion, and spurious effects related to the orientation of the grid [8, 15].

The ELLAM was originally introduced by Celia, Russell, Herrera, and Ewing for the solution of (one-dimensional constant-coefficient) advectiondiffusion PDEs in a mass conservative manner [3]. It overcomes the principal shortcomings of many previous characteristic methods while maintaining their numerical advantages. Subsequently, ELLAM schemes have been successfully applied to linear transport PDEs, multi-component fluid flow problems in compressible media with wells, and many other problems (see [15] 16 and the references therein). In this paper we develop a numerical method for compositional flow by utilizing the basic properties of the flow more effectively. By choosing the primary variables properly, we ease the coupling and nonlinearity of the system. We then apply a sequential procedure to linearize and decouple the coupled system, and use an ELLAM scheme to solve each linearized transport equation and an MFEM to solve one phase
pressure and pseudo total-volumetric velocity simultaneously. Numerical results for two- and three-phase multi-component flow problems are presented, which show the strength of the method.

## 2 A Compositional Model

A compositional model is presented under the following assumptions [1, 2, 14]:
(i) The reservoir temperature is constant.
(ii) There is no mass exchange between the water phase and the oil and gas phases.
(iii) The water and rock are incompressible, which implies that the density $\rho_{w}$ of the water phase is constant and that the porosity $\phi$ of the rock is only a function of spatial variables.
(iv) The viscosity $\mu_{w}$ of the water phase is constant.

Since there exists mass exchange between phases, mass is not conserved within each phase. Nevertheless, the total mass of each component is conserved, and the corresponding mass conservation can be described by

$$
\begin{gather*}
\phi \frac{\partial m^{w}}{\partial t}+\nabla \cdot\left(\frac{\underline{u}_{w}}{v_{w}} m^{w}\right)=q^{w},  \tag{2.1}\\
\phi \frac{\partial m^{i}}{\partial t}+\nabla \cdot\left(\frac{\underline{u}_{o}}{v_{o}} m_{o}^{i}+\frac{\underline{u}_{g}}{v_{g}} m_{g}^{i}\right)=q^{i}, \quad i=1, \ldots, N . \tag{2.2}
\end{gather*}
$$

Here $N$ is the number of hydrocarbon components. The superscript and the subscript refer to the component and phase indices, respectively. In Eqs. (2.1) and (2.2), the nomenclature is such that $m^{w}$ (or $m_{o}^{i}$ or $m_{g}^{i}$ ) represents the moles of the corresponding component per pore volume; $m^{i}=m_{o}^{i}+m_{g}^{i}$ is the overall moles of component $i ; \underline{u}_{w}, \underline{u}_{o}$ and $\underline{u}_{g}$ are the phase velocities given by Eqs. (2.4) below; $v_{w}, v_{o}$ and $v_{g}$ are the ratios of the water, oil and gas phase volume to the pore volume, respectively; $q^{w}$ and $q^{i}$ are the mass flow rate of water and the $i$ th component. Under the assumption that the pore volume of porous media is fully filled with fluids, the following volumetric constraint holds 14

$$
\begin{equation*}
v_{T}=v_{w}+v_{o}+v_{g}=1 \tag{2.3}
\end{equation*}
$$

The following multi-phase Darcy's law gives the relations between the phase velocities $\underline{u}_{w}, \underline{u}_{o}$ and $\underline{u}_{g}$ and the phase pressures $p_{w}, p_{o}$ and $p_{g}$ :

$$
\begin{equation*}
\underline{u}_{\alpha}=-\mathbf{K} \frac{k_{r \alpha}}{\mu_{\alpha}}\left(\nabla p_{\alpha}-\rho_{\alpha} g_{c} \nabla z\right), \quad \alpha=w, o, g . \tag{2.4}
\end{equation*}
$$

In Eq. (2.4), $\mathbf{K}$ is the absolute permeability of rock which may be a full tensor for anisotropic and heterogeneous porous media. $k_{r w}, k_{r o}$ and $k_{r g}$ are the relative permeabilities of rock that are functions of saturations. $\mu_{w}, \mu_{o}$ and $\mu_{g}$ (or $\rho_{w}, \rho_{o}$ and $\rho_{g}$ ) are the viscosities (densities) of the fluid where $\mu_{w}$ (or $\rho_{w}$ ) is constant and $\mu_{o}$ and $\mu_{g}$ (or $\rho_{o}$ and $\rho_{g}$ ) are the functions of pressure and composition of hydrocarbon. $\lambda_{w}=k_{r w} / \mu_{w}, \lambda_{o}=k_{r o} / \mu_{o}$ and $\lambda_{g}=k_{r g} / \mu_{g}$ are the phase mobilities. $g_{c}$ is gravity acceleration.

In addition, the nonlinear PDEs presented above are coupled with a complex phase package that describes the relative phase equilibrium for a given pressure-volume-temperature through the equation of state (e.g., the PengRobinson equation of state).

Eqs. (2.1)-(2.4) form a strongly coupled system of nonlinear PDEs and constraints. By the Gibbs phase rule one concludes that the system is uniquely determined by $N+2$ extensive variables, which are called primary variables [1]. Other variables can be expressed as functions of these variables. To solve this system efficiently, one should choose the primary variables carefully based on all the inherent physical and computational properties. We choose the first $N+1$ primary variables as in many papers [1, 2, 4, 14, which are the pressure of oil phase $p$, the overall mass per pore volume of the hydrocarbon components $m^{i}(i=1, \ldots, N)$, and the water saturation $s_{w}$.

## 3 A Sequential Solution Method

### 3.1 An MFEM for the Pressure and Total Velocity

Notice that $v_{T}=v_{T}\left(p, s_{w}, m^{1}, \ldots, m^{N}\right)$ is a function of $p, s_{w}$, and $m^{1}, \ldots, m^{N}$. If one differentiates the constraint equation (2.3) with respect to $t$ and replaces $\partial s_{w} / \partial t$ and $\partial m^{i} / \partial t$ by Eqs. (2.1) and (2.2) incorporated with the Darcy's law (2.4), one obtains the following pressure equation [1, 14]:

$$
\begin{equation*}
\beta_{T} \frac{\partial p}{\partial t}-\mathbf{K}\left[\sum_{i=1}^{N} \frac{\partial v_{T}}{\partial m^{i}} \nabla \cdot\left(\frac{m_{o}^{i} k_{r o}}{v_{o} \mu_{o}}+\frac{m_{g}^{i} k_{r g}}{v_{g} \mu_{g}}\right) \nabla+\frac{\partial v_{T}}{\partial s_{w}} \nabla \cdot\left(\frac{k_{r w}}{\mu_{w}}\right) \nabla\right] p=r_{p}, \tag{3.1}
\end{equation*}
$$

where $p$ is the pressure of the oil phase, $\beta_{T}=-\phi\left(\partial v_{T} / \partial p\right)$ is the total fluid compressibility that is positive because $\partial v_{T} / \partial p$ is negative, and $r_{p}$ is the volumetric discrepancy error.

Eq. (3.1) is a parabolic PDE with respect to the pressure $p$ and can be solved by FDMs, FEMs, or finite volume methods (FVMs). After the numerical solution $p^{h}$ is obtained, one computes the numerical phase velocities $\underline{u}_{w}^{h}$, $\underline{u}_{o}^{h}$ and $\underline{u}_{g}^{h}$ by substituting $p^{h}$ into Eq. (2.4) and using the capillary pressure curves. However, when the subsurface geology is strongly heterogeneous, the absolute permeability $\mathbf{K}$ of the rock can be very rough. In this case the exact solution $p$ of Eq. (3.1) is not necessarily smooth and so the numerical solution $p^{h}$ might not be accurate. As a result, the numerical Darcy's velocities $\underline{u}_{w}^{h}, \underline{u}_{o}^{h}$, and $\underline{u}_{g}^{h}$ obtained from Eq. (2.4) by numerically differentiating $p^{h}$ and multiplying $p^{h}$ by a rough coefficient $k / \mu$ are even less accurate. This, in turn, affects the accuracy of the numerical approximations to other primary variables when $\underline{u}_{w}^{h}, \underline{u}_{o}^{h}$ and $\underline{u}_{g}^{h}$ are put into Eqs. (2.1) and (2.2).

While the pressure $p$ may be rough, the total Darcy's velocity $\underline{u}=\underline{u}_{w}+$ $\underline{u}_{o}+\underline{u}_{g}$ is usually smooth. Moreover, it is the phase velocities instead of the pressure that are needed in Eqs. (2.1) and (2.2). Hence, we adopt an MFEM to solve the following system of first-order PDEs for the total Darcy's velocity $u$ and the pressure $p$ simultaneously [12, (14]:

$$
\begin{equation*}
\frac{d p}{d t}+\nabla \cdot \underline{u}=R_{p}, \quad \underline{u}+\lambda_{T} \mathbf{K} \nabla p=R_{\underline{u}} \tag{3.2}
\end{equation*}
$$

where $R_{p}$ and $R_{\underline{u}}$ involve the temporal and spatial derivatives of other primary unknowns, but not $\underline{u}$ and $p . \lambda_{T}=\lambda_{w}+\lambda_{o}+\lambda_{g}$ is the total mobility. The operator $d / d t$ is defined by

$$
\begin{equation*}
\frac{d}{d t}=\beta_{T} \frac{\partial}{\partial t}+\sum_{i=1}^{N} \nabla\left(\frac{\partial v_{T}}{\partial m^{i}}\right) \cdot\left(\frac{m_{o}^{i} k_{r o}}{v_{o} \mu_{o}}+\frac{m_{g}^{i} k_{r g}}{v_{g} \mu_{g}}\right) \nabla \cdot . \tag{3.3}
\end{equation*}
$$

After the total Darcy's velocity $\underline{u}$ is obtained from equation (3.2), the phase velocities $\underline{u}_{w}, \underline{u}_{o}$ and $\underline{u}_{g}$ can be computed by (with $\alpha=$ water, oil, and gas)

$$
\begin{equation*}
\underline{u}_{\alpha}=f_{\alpha} \underline{u}+f_{\alpha} \mathbf{K} \sum_{j \neq \alpha} \lambda_{j}\left[\nabla\left(p_{c j o}-p_{c \alpha o}\right)-\left(\rho_{j}-\rho_{\alpha}\right) g_{c} \nabla z\right], \tag{3.4}
\end{equation*}
$$

where $f_{\alpha}=\lambda_{\alpha} / \lambda_{T}$ is the fractional flow function and $p_{c j o}$ (or $p_{c \alpha o}$ ) is the capillary pressure between phase $j$ (or phase $\alpha$ ) and the oil phase.

An MFEM for Eqs. (3.2) can be written as follows: find $(\underline{u}, p) \in \mathcal{V}_{h} \times \mathcal{W}_{h}$,
for any $t \in[0, T]$, such that

$$
\begin{align*}
\left(\frac{d p}{d t}, \zeta\right)+(\nabla \cdot \underline{u}, \zeta) & =\left(R_{p}, \zeta\right) \quad \forall \zeta \in \mathcal{W}_{h}, \quad t \in[0, T]  \tag{3.5}\\
\left(\left(\lambda_{T} \mathbf{K}\right)^{-1} \underline{u}, \underline{\eta}\right)-(p, \nabla \cdot \underline{\eta}) & =\left(R_{u v}, \underline{\eta}\right) \quad \forall \underline{\eta} \in \mathcal{V}_{h}, \quad t \in[0, T]
\end{align*}
$$

Here $\mathcal{V}_{h}$ and $\mathcal{W}_{h}$ are the well-known Raviart-Thomas spaces [5, 13].

### 3.2 An ELLAM for the Transport Equations

Substituting the phase velocities $\underline{u}_{w}, \underline{u}_{o}$, and $\underline{u}_{g}$ obtained from Eq. (3.4) into Eq. (2.1) and using the fact that the water phase is incompressible, we rewrite Eq. (2.1) as follows:

$$
\begin{equation*}
\phi \frac{\partial s_{w}}{\partial t}+\nabla \cdot\left(\underline{u} f_{w}\left(s_{w}\right)\right)-\nabla \cdot\left(\mathbf{D}^{w} \nabla s_{w}\right)=R^{w} \tag{3.6}
\end{equation*}
$$

with $R^{w}$ given by

$$
\begin{equation*}
R^{w}=\nabla \cdot\left(\sum_{i=1}^{N} \mathbf{D}^{i} \nabla m^{i}\right)+q^{w} \tag{3.7}
\end{equation*}
$$

Likewise, we can rewrite Eq. (2.2) as

$$
\begin{equation*}
\phi \frac{\partial m^{i}}{\partial t}+\nabla \cdot\left(\underline{V^{i}} m^{i}\right)-\nabla \cdot\left(\mathbf{D}^{i} \nabla m^{i}\right)=R_{m}^{i}, \quad i=1, \ldots, N \tag{3.8}
\end{equation*}
$$

where $\underline{V}^{i}$ and $R_{m}^{i}$ are as follows:

$$
\begin{gather*}
\underline{V}^{i}=\left[\left(\frac{m_{o}^{i}}{m^{i}}\right)\left(\frac{f_{o}}{v_{o}}\right)+\left(\frac{m_{g}^{i}}{m^{i}}\right)\left(\frac{f_{g}}{v_{g}}\right)\right] \underline{u}  \tag{3.9}\\
R_{m}^{i}=q_{i}+\nabla \cdot\left(\sum_{j=1 ; j \neq i}^{N} \mathbf{D}^{j} \nabla m^{j}\right) . \tag{3.10}
\end{gather*}
$$

The analysis in [6, 12] shows that the advection part of Eq. (3.6) is least coupled with system (3.8) and the coupling among the equations in system (3.8) is relatively weak. Therefore, in Eqs. (3.6) and (3.8) we move the offdiagonal diffusion terms to the right-hand side to decouple these equations. In the next subsection, we present a sequential solution method to solve the nonlinear advection-diffusion equation (3.6) for the water saturation $s_{w}$, and to solve the decoupled and linearized advection-diffusion equations (3.8) for the total moles $m^{i}$ of each component.

Notice that $\underline{V}^{i}$ is in fact the barycentric velocity of the $i$ th component in the multi-phase and multicomponent mixture. It depends on both the
process of fluid flow and the phase equilibrium. The physical interpretation of Eqs. (3.8) is that a particle of component $i$ in a multi-phase fluid is traveling with the velocity $\underline{V}^{i}$ while simultaneously diffusing at the rate controlled by $\mathbf{D}^{i}$. The coefficients of diffusion terms, $\mathbf{D}^{w}$ and $\mathbf{D}^{i}$, come from the capillary pressure effects. In many cases, capillary pressure effects are small and the advection terms dominate these equations. Consequently, the exact solutions of the equations are usually smooth outside some small regions within which the solutions have sharp fronts that need to be resolved accurately without oscillations or numerical dispersions. Because of the numerical advantages of ELLAM approach, we solve each linearized transport equation in (3.8) by using an ELLAM scheme [3, 16]

$$
\begin{align*}
& \int_{\Omega} \phi m^{i}\left(\cdot, t_{j}\right) w\left(\cdot, t_{j}\right) d \underline{x}+\Delta t \int_{\Omega} \nabla w\left(\cdot, t_{j}\right) \mathbf{D}^{i} \nabla m^{i}\left(\cdot, t_{j}\right) d \underline{x}  \tag{3.11}\\
& \quad=\int_{\Omega} \phi m^{i}\left(\cdot, t_{j-1}\right) w\left(\cdot, t_{j-1}^{+}\right) d \underline{x}+\Delta t \int_{\Omega} R_{m}^{i} w\left(\cdot, t_{j}\right) d \underline{x}
\end{align*}
$$

where $w\left(\underline{x}, t_{j-1}^{+}\right)=\lim _{t \rightarrow t_{j-1}^{+}} w(\underline{x}, t)$. We refer readers to [15, 16] for discussions on implementational issues.

### 3.3 A Sequential Solution Procedure

The system of Eqs. (3.2), (3.6), and (3.8) is a large, time-dependent, strongly coupled system of nonlinear PDEs coupled with the nonlinear phase equilibrium constraints. We present a time-marching, sequential-implicit algorithm to decouple the computations of phase equilibrium from the solutions of the system at each time step. The algorithm can be outlined as follows:

1. At the time $t=0$, the pressure $p$, water saturation $s_{w}$, and moles $m^{1}, \ldots, m^{N}$ of the hydrocarbon components are known from the given initial conditions for the model.
2. Apply the phase package to determine the phase distributions $m_{o}^{1}, \ldots, m_{o}^{N}$ and $m_{g}^{1}, \ldots, m_{g}^{N}$ based on $m^{1}, \ldots, m^{N}$.
3. Compute the phase viscosities $\mu_{o}$ and $\mu_{g}$ (recall that $\mu_{w}$ is assumed to be constant) from the empirical correlation [10] and compute the densities $\rho_{o}$ and $\rho_{g}$ from the equation of state (e.g. Peng-Robinson).
4. Calculate the ratios $v_{o}$ and $v_{g}$ of phase volume to pore volume $v_{o}=$ $m_{o} / \rho_{o}$ and $v_{g}=m_{g} / \rho_{g}$, where $m_{o}=m_{o}^{1}+\ldots+m_{o}^{N}$ and $m_{g}=m_{g}^{1}+$
$\ldots+m_{g}^{N}$. Then, calculate the saturations $s_{o}$ and $s_{g}$ by $s_{o}=v_{o} / v_{T}$ and $s_{g}=v_{g} / v_{T}$ 14.
5. Compute the relative permeabilities after the saturations are obtained. Steps 2-5 yield the coefficients for equations (3.2), (3.6) and (3.8). One then proceeds to the next time step.
6. Apply an ELLAM [9] combined with the operator-splitting techniques to solve the nonlinear advection-diffusion $\operatorname{PDE}$ (3.6) for $s_{w}$, and the linearized transport PDEs (3.8) for $m^{1}, \ldots, m^{N}$. Here, in the coefficients of Eqs. (3.6) and (3.8), the values of the corresponding variables are computed based on their values at the previous time step.
7. Substitute the values of $s_{w}$ and $m^{1}, \ldots, m^{N}$ at the current time step into equation (3.2), and apply an MFEM to solve Eq. (3.2) for the pressure $p$ and the total velocity $\underline{u}$ at the current time step.
8. If necessary, perform some iterations between Eqs. (3.2), (3.6), (3.8) and the nonlinear constraints at the current time step.
9. Go back to Step 2 to update the coefficients at the current time step and repeat the above processes until one finally comes to time $t=T$.

## 4 Numerical Simulations

We use the method to simulate a 1D, three-phase, multi-component flow with complex in situ phase behavior. The reservoir is 250 feet in length with the sectional area of $50 \times 100\left(\right.$ feet $\left.^{2}\right)$. The porosity of the reservoir is $20 \%$. The initial reservoir pressure is 2000 psi and the reservoir temperature is 160 F. The permeability of the reservoir is 2 Darcy, and the analytical relative permeabilities are given by the modified Corey's model

$$
\begin{equation*}
k_{r w}=0.1 \bar{s}_{w}^{3}, \quad k_{r o}=\bar{s}_{o}^{2.5}\left[1-\left(1-\bar{s}_{o}\right)^{3}\right], \quad k_{r g}=\bar{s}_{g}^{2.5}\left[1-\left(1-\bar{s}_{g}\right)^{2}\right] \tag{4.1}
\end{equation*}
$$

where the normalized phase saturations are defined as follows

$$
\begin{equation*}
\bar{s}_{w}=\frac{s_{w}-s_{w r}}{1-s_{w r}-s_{o r}}, \bar{s}_{o}=\frac{s_{o}-s_{o r}}{1-s_{w r}-s_{o r}}, \bar{s}_{g}=\frac{s_{g}-s_{g r}}{1-s_{w r}-s_{o r}-s_{g r}} . \tag{4.2}
\end{equation*}
$$

The residual saturations of each phases are

$$
\begin{equation*}
s_{w r}=0.35, \quad s_{o r}=0.25, \quad s_{g r}=0 \tag{4.3}
\end{equation*}
$$

Initially, the reservoir is filled with $20 \%$ water saturation and $80 \%$ undersaturated oil saturation. Water phase is incompressible. The molar density of water phase is $3.467 \mathrm{lb}-\mathrm{mole} / \mathrm{ft}^{3}$ and the viscosity is 0.5 cp (centipoise). The oil phase is composed of $20 \%$ methane (light hydrocarbon component), $20 \%$ butane (medium hydrocarbon component), and $60 \%$ decane (heavy hydrocarbon component). The Peng-Robinson equation of state [11] is used in the flash calculations. The critical properties of these hydrocarbon components are listed in Table 1. The molar densities and viscosities of the hydrocarbon fluid are computed by the equation of state and Lohrenz rule [10], respectively.

|  | $p_{c}(p s i)$ | $T_{c}\left(R^{0}\right)$ | $V_{c}$ | $w_{t}$ | $\omega$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Methane | 673.1 | 343.3 | 1.59 | 16.04 | 0.014 |
| Buthane | 550.7 | 765.4 | 4.08 | 58.12 | 0.193 |
| Decane | 306.0 | 1115 | 9.66 | 142.3 | 0.489 |

Table 1. Critical Properties
We simulate an injection of $95 \%$ water and $5 \%$ hydrocarbon mixture ( $45 \%$ methane, $45 \%$ butane, and $10 \%$ decane) into the reservoir and the total injection rate is 1000 lb -mole per day. The water phase is mobilized by the injecting water, leading to a three-phase fluid flow process. 50 cells were used in space. The size of time steps is selected according to the timestep restrictions that are the maximum changes in (1) pressure, (2) overall composition of the hydrocarbon components, and (3) the phase saturations tolerated at each element. Since the initial guess for the flash calculations is given following the characteristics by the ELLAM scheme (3.10), restriction (2) is relaxed. The left and right figures in Fig. 1 show the computed water and gas saturations $v s$ at 50 and 150 days, respectively. Since water is the main stream of the injecting fluid, a water saturation front is formed and propagated as time evolves (at about 70 feet at 50 days and at about 170 feet at 150 days). Because the reservoir pressure is increased due to the injection, the resident hydrocarbon fluid is vaporized to form a gas zone. For more numerical results, see [6].

## 5 Summary

The mathematical model for compositional flow involves a strongly coupled system of a large number of nonlinear PDEs and algebraic equations. Due


Figure 1: The profiles of the simulation at 50 and 150 days.
to the enormous size of the petroleum field applications, it is very expensive to solve the system in a fully-coupled and fully-implicit fashion in general. To derive a stable algorithm for solving the compositional system, we need to derive a proper form for the governing equations to alleviate the nonlinearities and couplings. Choices of primary variables, the proper forms of the equations to be solved, and implicitness and decoupling of the equations are of essential importance numerical simulations.

With a proper choice of primary variables, we develop a sequential solution procedure for a compositional model: (1) We use an MFEM to solve the oil phase pressure and the pseudo-total volumetric velocity. Instead of calculating the phase velocities, we compute the barycentric velocities and obtain fairly accurate and smooth approximations. (2) We decouple and linearize the coupled nonlinear transport PDEs by using the barycentric velocities. (3) We use an ELLAM scheme to solve each decoupled and linearized transport PDEs, which yields accurate numerical solutions that are free of oscillations and numerical dispersion and permits the use of large time steps. Moreover, the utilization of the ELLAM scheme generates an accurate initial guess and considerably improves the efficiency for the flash calculations, which in turn alleviates the restriction on time step size bounded by the maximum relative changes in the overall composition of the hydrocarbon components tolerated at each element. These results show the strong potential of the method.
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# Parallelization of a Compositional Reservoir Simulator 
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#### Abstract

A finite volume dicretization has been used to solve compositional flow in porous media. Secondary migration in fractured rocks has been the main motivation for the work. Multipoint flux approximation has been implemented and adaptive local grid refinement, based on domain decomposition, is used at fractures and faults. The parallelization method, which is described in this paper, strongly promotes code reuse and gives a very high level of parallelization despite low implementation costs. The programming framework is also portable to other platforms or other applications. We have presented computer experiments to examine the parallel efficiency of the implemented parallel simulator with respect to scalability and speedup.


KEYWORDS: porous media, multipoint flux approximation, domain decomposition, parallelization

## 1 Introduction

In this paper we are going to discuss some computational issues conected to flow in fractured porous media. The simulation of secondary migration [14] 16] has been the main motivation for the work [12, 18. Secondary migration is the movement of hydrocarbons through a carrier bed/reservoir rock into a trap. In order to be able to simulate such a large and complex process as secondary oil migration processes, the model has to be simplified.

Our model does not allow dynamical changes of the discontinuities. This means that the fractures and faults may not open and close frequently. The dynamical geometry variation, which exists in the model, is in the z-direction. Due to the difference in the overburden pressure and the pore pressure we may have a compaction of the rock or of the control volumes in the numerical discretization. To represent discontinuities, local grid refinement is used.

[^5]For simplicity, only regular grid cells are used. The mathematical model describes compositional three-phase flow. Phase exchange between oil and gas and visa versa is allowed. In addition, the model includes thermodynamic equations, assuming equilibrium. The numerical model uses a block-centered finite difference discretization technique. With the use of this technique all the unknowns are located in the center of the control volume. Most of the existing models use a simple two-point flux approximation (TPFA) for the flux calculation. This may be incorrect if there exists a discontinuity in the permeability or if the principal permeability directions are not along any of the grid directions. The two-point flux approximation method is also used in the model, but in addition we have the possibility to use a multi-point flux approximation (MPFA) method if necessary. The computer code is highly object oriented and it is written in C++. Normally, the C++ programming language is computationally slower than the FORTRAN 90 programming language. However, it is often much easier to parallelize an object oriented C++ program than a FORTRAN 90 program. Another advantage when using $\mathrm{C}++$ is that it is easy to add/delete new/old objects and classes.

## 2 Compositional Flow Model

The mathematical model includes mass conservation, energy conservation, a generalization of the Darcy low, equations of state, and equilibrium calculations. The components in the model are the hydrocarbons $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ and water. Totally the system includes $n_{c}=1+n$ components.

Even though our general simulator (SOM) [12, 18] includes this complex mathematical model, we have mostly used a simplified version of the model, named the symmetric Black Oil (SBO) model [11. The phase calculation in this model is related to tables for bubble and dew points rather than fugacity calculations. In addition to allow some of the gas components to be in the oil phase, the SBO also allows some of the oil components to be in the gas phase. This means that the SBO model is a generalization of the black oil model [3]. The SBO model may also handle condensate systems.

The primary variables in both models are the temperature $T$, the water pressure $p_{w}$, and all the molar masses $N_{\nu}, \nu=1,2, \ldots, n_{c}$.

The mass conservation of component $\nu$ of one chemical species which flows
through the porous media is given by:

$$
\begin{equation*}
-\int_{C S} \dot{\vec{m}}_{\nu} \cdot d \vec{S}=\frac{\partial}{\partial t} \int_{C V} m_{\nu} d V+\int_{C V} q_{\nu} d V, \quad \nu=1,2, \ldots, n_{c} \tag{2.1}
\end{equation*}
$$

Here $\dot{\vec{m}}_{\nu}, m_{\nu}, q_{\nu}, C V$, and $C S$ denote the mass flux of component $\nu$, mass density of component $\nu$, source/sink density of component $\nu$, control volume, and interface of the control volume. Let $C_{\nu m}$ denote the mass fraction of a component $\nu$ in phase $m, m=o, g, w$. Then the mass flux and the mass density of the component $\nu$ are respectively given by

$$
\begin{aligned}
& \dot{\vec{m}}_{\nu}=C_{\nu g} \rho_{g} \vec{v}_{g}+C_{\nu o} \rho_{o} \vec{v}_{o}+C_{\nu w} \rho_{w} \vec{v}_{w}, \quad \nu=1,2, \ldots, n_{c} \\
& m_{\nu}=\phi_{p}\left(C_{\nu g} \rho_{g} S_{g}+C_{\nu o} \rho_{o} S_{o}+C_{\nu w} \rho_{w} S_{w}\right), \quad \nu=1,2, \ldots, n_{c}
\end{aligned}
$$

where $\rho_{m}, S_{m}$, and $\phi$ denote mass density of the phase $m$, saturation of the phase $m$, and porosity. The Darcy law for multiphase flow is given by

$$
\vec{v}_{m}=-\underline{K} \sum_{k=g, o, w} \frac{k_{r_{m k}}}{\mu_{k}}\left(\nabla p_{k}-\gamma_{k} \nabla d\right), \quad m=g, o, w
$$

where $\underline{K}, k_{r_{m k}}, \mu_{k}, p_{k}, \gamma_{k}$, and $d$ denote absolute permeability tensor, generalized relative permeability for coupled multi-phase flow, viscosity of the fluid phase $k$, fluid pressure of phase $k$, specific gravity of fluid phase $k$, and depth (positive in the gravity direction). Equation (2.1) gives $n_{c}$ equations (one for each component), while we have $3 n_{c}+22$ unknowns. The first $3 n_{c}+21$ unknowns are $C_{\nu m}, \nu=1,2, \ldots, n_{c}, \rho_{m}, S_{m}, p_{m}, \mu_{m}$ and $k_{r_{m k}}, m, k=g, o, w$. The temperature $T$ is the last unknown. To close the model we need to have $2 n_{c}+22$ more independent equations or relations.

We assume that the three phases fill the available pore space, which implies

$$
\begin{equation*}
S_{g}+S_{o}+S_{w}=1 \tag{2.2}
\end{equation*}
$$

We also know that the sum of the mass fraction, for each phase, has to be one

$$
\begin{equation*}
\sum_{\nu=1}^{n_{c}} C_{\nu m}=1, \quad m=g, o, w \tag{2.3}
\end{equation*}
$$

The density and viscosity are assumed to be functions of the temperature, the phase pressure and the mass fraction, while the generalized relative permeabilities and the capillary pressures are functions of the temperature and
the saturations

$$
\begin{array}{ll}
\rho_{m}=\rho_{m}\left(T, p_{m}, C_{1 m}, \ldots, C_{n_{c} m}\right), & m=g, o, w, \\
\mu_{m}=\mu_{m}\left(T, p_{m}, C_{1 m}, \ldots, C_{n_{c} m}\right), & m=g, o, w, \\
k_{r_{m k}}=k_{r_{m k}}\left(T, S_{g}, S_{o}, S_{w}\right), & m, k=g, o, w,  \tag{2.4}\\
p_{g}-p_{o}=p_{c g o}\left(T, S_{g}, S_{o}, S_{w}\right), & \\
p_{o}-p_{w}=p_{c w o}\left(T, S_{g}, S_{o}, S_{w}\right) . &
\end{array}
$$

As the temperature may vary in time we must include the heat flow equation. To ensure conservation of energy, the model uses the integral expression

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{C V\left(t^{n}\right)}(\rho u) d V-\int_{C S\left(t^{n}\right)}(\underline{k} \nabla T) \cdot d \vec{S}=-\int_{C S\left(t^{n}\right)} h \rho \vec{u} \cdot d \vec{S}+\int_{C V\left(t^{n}\right)} q d V \tag{2.5}
\end{equation*}
$$

where

$$
\begin{aligned}
\rho u & =\sum_{m=g, o, w} \phi_{p} S_{m} u_{m} \rho_{m}+u_{r} \rho_{r}\left(1-\phi_{p}\right), \\
h \rho \vec{u} & =\sum_{m=g, o, w} h_{m} \rho_{m} \vec{v}_{m} .
\end{aligned}
$$

where $\rho_{m}, \rho_{r}, u_{m}, u_{r}, \underline{k}, T$, and $h$ denote mass density of phase $m$, mass density of rock, internal energy of phase $m$, internal energy of rock, bulk heat conductivity, temperature, and enthalpy, respectively. Since the movements in the system are very slow, all the terms including velocity may be neglected. This is the reason why we have neglected the kinetic energy, the potential energy, the viscous dissipation in the fluid flow, and the deformation energy in the solid phase and in the rock. The only mechanical work rate included is the term related to normal stresses in fluid flow.

Equations (2.2)-(2.5) give 22 new equations, we still need another $2 n_{c}$ equations to close the model. These equations are given by the assumption of thermal equilibrium for each time-step. It is convenient to use the Gibbs function in the thermodynamics of phase equilibrium. The Gibbs function is defined by

$$
G=U+p V-T S
$$

where $U, p, V, T$, and $S$ denote internal energy, pressure, volume, temperature, and entrophy.

### 2.1 Pressure Equation

The equations given above represent a closed set of equations to determine all the primary and secondary variables at a new time step. To calculate the primary variables we have used a sequential IMPEC (implicit pressure and explicit concentration). The secondary variables are determined by using experimentally based relationships and "flash calculations", which is discussed in this work. A pressure equation can be derived in several ways. In this work, however, we have used the volume balance method (VBM) [12, 17, 18] to obtain the water pressure equation. We define the residual volume $R$ as

$$
R=V_{p}-\sum_{k=g, o, w} V_{k}
$$

where $V_{p}$ and $V_{k}$ are the pore volume and the volume of phase $k$, respectively. They both depend on the primary variables, stating

$$
V_{p}=V_{p}\left(p_{w}, W\right), \quad V_{k}=V_{k}\left(T, p_{w}, N_{1}^{k}, \ldots, N_{n_{c}}^{k}\right), \quad k=g, o, w
$$

where

$$
N_{\nu}^{k}=N_{\nu}^{k}\left(T, p_{w}, N_{1}, \ldots, N_{n_{c}}\right), \quad \nu=1,2, \ldots, n_{c} \quad \text { and } \quad k=g, o, w
$$

The overburden pressure is given by $W=\sigma+p$, where $\sigma$ and $p$ are the effective stress and the pore pressure, respectively.

The residual volume is a function depending on time $t$. To satisfy the saturation condition $(2.2) \forall t$, the residual volume has to vanish $\forall t$. From this we obtain the volume balance

$$
R(t)=0 \quad \forall t
$$

By assuming that we know the residual volume at some time $t$, denoted $R(t)$, we are able to find the value for the residual volume at time $t+\Delta t$. This can be done by constructing the truncated Taylor expansion

$$
R(t+\Delta t) \approx R(t)+\frac{d R}{d t} \Delta t=0
$$

If we use the chain rule for partial differentiation on $\frac{d R}{d t}$, we get

$$
\begin{equation*}
\frac{\partial R}{\partial p_{w}} \frac{\partial p_{w}}{\partial t}+\sum_{\nu=1}^{n_{c}} \frac{\partial R}{\partial N_{\nu}} \frac{\partial N_{\nu}}{\partial t}=-\frac{R}{\Delta t}-\frac{\partial R}{\partial W} \frac{\partial W}{\partial t} \tag{2.6}
\end{equation*}
$$

The partial derivatives of the residual volume with respect to the primary variables may be computed from equations of state and thermo-dynamical equilibrium conditions. Since we assume that the temperature is constant for this calculation, we do not have to include the term $\frac{\partial R}{\partial T} \frac{\partial T}{\partial t}$.

### 2.2 Boundary Conditions

Normally, the equations governing the flow of fluids through porous media are second order partial differential equations. A Robin boundary condition is the most general type of boundary condition which is used for our problem and is given by

$$
\alpha u+\beta \frac{\partial u}{\partial n}=\gamma .
$$

Here $\vec{n}$ denotes the outward normal direction at some point on the boundary and $\alpha, \beta$, and $\gamma$ are constants which may be selected. The boundary conditons can be given explicitly or implicitly [12, 18].

## 3 Flux Discretization

For the numerical approximation we use a control volume finite difference block-centered disretization. Each control volume $C V_{i}, i=1,2, \ldots, N$ where $N$ is the total number of grid cells, represents a fixed cell in the grid. The total interface for $C V_{i}$ is denoted $C S_{i}$. We denote the set of grid cells connected to $C V_{i}$ through a given flux molecule, including the grid itself, as $\mathcal{M}_{i}$. The common subset of the interface between $C V_{i}$ and $C V_{j}, i \neq j$, is denoted $C S_{(i, j)}$. This means that

$$
C S_{(i, j)}=C S_{i} \cap C S_{j} \quad \text { and } \quad C S_{i}=\sum_{l=1}^{n_{i}} C S_{\left(i, j_{l}\right)}
$$

where $n_{i}$ is the total number of sub-interfaces on $C S_{i}$ and $j_{l}$ is the global neighbor $C V_{j}$ to $C V_{i}$ which share the local sub-interface $l$. We then define $\mathcal{M}_{(i, j)}^{i s}$ as the set of cells which influence the flux molecule for the interface $C S_{(i, j)}$. The set $\mathcal{M}_{(i, j)}^{i s}$ depends (like the set $\mathcal{M}_{i}$ ) on the flux molecule method. If we use a two-point flux molecule approximation $\mathcal{M}_{(i, j)}^{i s}=\{i, j\}$ [9], $\mathcal{M}_{(i, j)}^{i s}=\{i, j, k, l, \ldots\}$ for other flux molecule methods. For a multi-point flux approximation the set $\mathcal{M}_{(i, j)}^{i s}$ may contains 18 different cells for an inner sub-interface [1, [7, 8]. Between $\mathcal{M}_{i}$ and $\mathcal{M}_{(i, j)}^{i s}$ we have the relationship

$$
\mathcal{M}_{i}=\cap_{l=1}^{n_{i}} \mathcal{M}_{\left(i, j_{l}\right)}^{i s} .
$$

By use of these definitions we may write a general flux approximation as

$$
f_{(i, j)}=-\int_{C S_{(i, j)}}(\lambda \underline{K} \nabla u) \cdot d \vec{S} \simeq \sum_{q \in \mathcal{M}_{(i, j)}^{i s}} t_{i q} u_{q}
$$

where $t_{i q}$ are named the transmissibilities. Note that these transmissibilities include both a solution-dependent part and a geometry-dependent part, which may be calculated independently. In this work we have consentrate on the calculation of the geometry-dependent part. For the calculation of the solution-dependent part we refer to [12, 18].

### 3.1 The Multi-point Flux Approximations (MPFA)

The easiest way to calculate the geometry-dependent part of the transmissibilities is to use the two-point flux approximation (TPFA) for each surface. With use of this method $\mathcal{M}_{(i, j)}^{i s}$ only contains two cells and is given by $\mathcal{M}_{(i, j)}^{i s}=\{i, j\}$. The TPFA method has been known for a long time and frequently used in the reservoir simulation literature; see, for instance, 9].

A multi-point flux approximations method has been developed lately [1, 7. 8]. As the name of this method indicates we use more than two points (two cell centers) to calculate the flux across the interface $C S_{(i, j)}$ to $C V_{i}$. In two dimensions $\mathcal{M}_{(i, j)}^{i s}$ includes values from six different cells while the number of cells in $\mathcal{M}_{(i, j)}^{i s}$ increases to eighteen in three dimensions.


Figure 1: Grid cells with interaction regions in two- and three-dimensions.
When using this method the definition of the interaction region is essential. Figure 1 shows a sketch of this region in both two and three dimensions. The MPFA method covers the domain of the differential equations by such non-overlapping interaction regions. Instead of calculating the transmissibilities for $C S_{(i, j)}$ directly, this method calculates the transmissibilities across each sub-surface in the interaction region. To calculate the transmissibilities for $C S_{(i, j)}$, the method adds the contributions from the two interaction regions involved.

For simplicity, we have chosen to present the flux discretization techniques in two-dimensions. The implementation of these techniques in the SOM simulator are three-dimensional.

To calculate the flux $f_{(1,2)}^{A E}$ across the interface segment $A E$ (see Figure 1), we may use the approximation

$$
f_{(1,2)}^{A E}=-\int_{C S_{(1,2)}^{A E}}(\lambda \underline{K} \nabla u) \cdot d \vec{S} \simeq \sum_{q \in \mathcal{M}_{(1,2)}^{A E}} t_{A q} u_{q}=\sum_{i=1}^{4} t_{A i} u_{i}
$$

Since the flux must be zero when $u_{i}$ is a constant vector, it follows that $\sum_{i=1}^{4} h_{A i}=0$. There exist several MPFA methods which determine $t_{A i}$ [1] 7, 8, 12, 18. The main difference between these methods is where they require continuity in flux and potential. The O-method requiers continuity in both flux and potential at the points $A, B, C$ and $D$, given in Figure 1 In 12, 18 they propose an improvement of this method, which ensures full continuity across the interfaces $A E, B E, C E$, and $D E$.

### 3.2 Non-matching Grid Lines and the OSCI-Method

As far as we know, the MPFA method has not yet been given for nonmatching grids in three dimensions. In [2] some two dimensional cases are shown. In this section we use slave cells to handle this problem in both two and three dimensions. Figure 2 shows how we implement slave cells


Figure 2: Figures show the grid with only real cells, with both real and slave cells and with the non-overlapping interaction regions between slave cells.
and create non-overlapping interaction regions between these cells. We refer to this MPFA method as the OSCI-method (O-method with slave cells and interpolation).

To create the new slave grid, all the lines from one refinement which touch another refinement or a coarse cell are extended to the next crossing line (see Figure (2). This means that one real coarse cell is divided in the number of fine cells touching the coarse interface. If lines from different refinements match, slave cells are identical to real cells. Thus, if the real cells create a non-matching grid, the OSCI-method creates non-overlapping interaction regions between slave cells. Then this method calculates the transmissibilities on this non-overlapping slave interaction regions in the same way as the Omethod does across interfaces for matching grids. Note that this technique does not require regular grid density, but otherwise it is a general technique that fits all kinds of adaptive LGR.

After we have calculated the slave transmissibilities, an interpolation is needed. Either we may interpolate these contributions to the real cells or we may interpolate the quantities in the real cells out to the slave cells. We have chosen the latter alternative. So far only a linear interpolation has been carried out, but it should not be a problem to implement higher order and more accurate interpolation techniques. Since this problem is beyond the scope of this work, it is left for future work.

For a uniform grid in two dimensions with a homogeneous permeability tensor $\underline{K}$, it has been shown that the OSCI-method creates a second order method. This is identical to the O-method across interfaces for matching grids. Another advantage with this technique is that it is quite simple to implement. The drawback with this method is that it creates non-overlapping interaction regions between slave cells and not between real cells. Figure 3 shows how we cover a domain by non-overlapping real interaction regions and non-overlapping slave interaction regions. The O-method and OSCI-method


Figure 3: The domain covered by non-overlapping real interaction regions (grey regions) and non-overlapping slave interaction regions (red regions).
have been compared [12, 18 and it turns out that the OSCI method works well for nonmatching grids.

### 3.3 Adaptive Use of the TPFA and the MPFA Methods

Based on the differences which exist between a TPFA method and a MPFA method, it is possible to decide which flux approximation method to use in different cases. The MPFA method should be used for the cases [7]

- Whenever the medium is anisotropic and non-aligned with the local frame of reference.
- Whenever non-orthogonal and/or unstructured grids are employed.
- Whenever fine-scale cross-flow upscaling is performed particularly for cross-bedding.

The OSCI-method may also be used to match different solutions from different domains. Since the convergence of a domain decomposition method depends strongly on the accuracy of the exchange of information between different domains, one should expect that a MPFA method improves the convergence. Thus an improved Mortar method [4] may be developed.

It is only due to the large computational cost that we should avoid to use am MPFA method in the total domain. Normally, when using a LGR technique, an MPFA method should be used in the refined regions where the solution includes large gradients, while a TPFA method should be used in the coarse domain where no large changes exist. The SOM has the possibility to combine the two flux approximation methods like this. In an input file the user has to specify the flux approximation method for each sub-regions. The only restriction related to this specification is that TPFA method has to be used between coarse grid cells in a composite domain.

Trying to reduce the large computation time caused by MPFA, a splitting in the matrix level is suggested in [7]. This paper shows how we may decompose a general full tensor flux into a diagonal tensor flux together with cross terms. Then, time-split semi-implicit, stable, full tensor flux approximations are introduced within a general finite volume formalism. The standard diagonal tensor Jacobi matrix structure may now be retained while ensuring spatial consistency of the discretization. With the use of this M-matrix flux splitting method for a general full tensor discretization operator, the computation time is reduced by over $50 \%$ for quadrilateral grids.

## 4 Local Grid Refinements (LGR)

One of the main objectives in this work has been to implement a LGR in the SOM framework. In this section we try to describe how we have solved this problem. Even though the main interest is to use the LGR for fractured and faulted problems, we have selected a general LGR which also may be used in conjunction with resolving wells or larger gradients.

In this work we have used a fixed coarse grid and defined refined subdomains from a pre-selected set of coarse grid blocks. In many situations, some care must be taken when constructing the coarse grid. If a large gradient is located near a coarse grid boundary, the numerical solution is affected. A dynamic adaptive coarse grid can be favorable in cases where we have large moving gradients (i.e., a moving front). In these cases, it is important to use a refined grid in a region containing large gradients. This has been used and studied in [6]. A fixed coarse grid is natural to use in cases where we try to resolve the dynamics at larger fractures and faults in addition to wells. If we know where these objects are located, this information must be used when constructing the coarse grid. As far as possible, regions with large gradients must be located inside each coarse block and not on or near the interface between them.

Based on the discussion above, we could also have used an adaptive LGR strategy. First, we create the fine grid, including large fractures and faults. Then the coarse grid could be constructed adaptively. The coarse grid must depend on the solution and the numerical behavior. The adjustment of the coarse grid could depend on the information from a first iteration. This option must be included in further development of the simulator.

There are two main difficulties related to LGR:

- to create the composite grid,
- to store all the data in an efficient and suitable manner.

We have chosen to use the existing coarse grid generator as a starting point. After we have generated a coarse grid, we determine all the coarse cells which have to be refined. Then we use a grid generator for each of prescribed refined subdomains. The gridding can be different in each subdomain and the sub-domains can be arbitrary placed in the coarse grid. This means that we are able to create arbitrary refined domains; see Figure 4

There is no global numbering of the geometry variables in this implementation. The grid generator also produces input files for the lithology mapping and boundary values mapping for each refined sub-domain. This means that we can prescribe an independent set of lithologies and boundary values for each sub-domain and the coarse domain. After we have created the geometry input files for each refinement and the coarse region, SOM has to be modified for achieving the use of these files. Since SOM is written in C++, this is done in an object-oriented framework. By using local numbering on each refined sub-domain, we can preserve the original regular data-structure for each refined patch. This means that we can use existing functions for discretization, linearization and fast linear solver for each refined sub-domain, even if the composite grid is not regular. This strategy may keep the cost related to the implementation of a LGR in the SOM framework at a minimum.

It is also possible to use dynamical allocation of new elements in the different class arrays in C++. This means that it is straightforward to add or delete refined sub-domains adaptively during the computations. Further details about the implementation is given in 1218.

## 5 A Composite Grid Solver

Local adaption introduces several design challenges including: grid structures, error control, efficient linear solvers and parallelism. The convergence rate and the complexity of iterative methods usually deteriorate with a decreasing size of the smallest mesh size. These small scales may even hinder direct methods since they determine the condition-number of the discretization matrix.

If we can use existing fast solution methods developed on regular grid, on non-regular composite grids, we have made a large step towards developing efficient parallel algorithms for solving the same composite problem.


Figure 4: This Figure show how we divide the coarse grid into many refined no-regular non-matching sub-domains.

We assume that equations (2.5) and (2.6) have been discretized on a
composite grid as shown in Figure 4. Then we have the linear system to solve

$$
\begin{equation*}
A \vec{x}=\vec{y}, \quad \vec{x}, \vec{y} \in \mathcal{R}^{N} \tag{5.1}
\end{equation*}
$$

Here $A$ is the composite grid Jacobi matrix, $\vec{x}$ and $\vec{y}$ are the composite grid solution vector and the right hand side vector, respectively. $N$ is the total number of grid cells in the composite grid.

A global numbering of the nodes for this composite problem would destroy the nice regular banded structure in the matrix. This section describes an iteration technique that allows to decouple the refined patches and the underlying coarse grid. This means that the coupling is through the internal boundary between the coarse and the refined regions. We can then use fast regular solvers for each refined sub-domain. To attain this, we divide the composite grid $\Omega$ into different disjoint sets; $\Omega_{c}$ consist of grid points in the non-refined region and $\Omega_{f}=\bigcup_{i=1}^{p} \Omega_{f_{i}}$ is the union of all grid points in the refined sub-domains. Here $p$ is the number of refined sub-domains. After this partitioning equation (5.1) can be written

$$
\left[\begin{array}{cc}
A_{c c}^{n} & A_{c f}^{n} \\
A_{f c}^{n} & A_{f f}^{n}
\end{array}\right]\left[\begin{array}{l}
\vec{x}_{c} \\
\vec{x}_{f}
\end{array}\right]=\left[\begin{array}{c}
\vec{y}_{c} \\
\vec{y}_{f}
\end{array}\right] .
$$

Our solution technique is based upon a two-step method, with a splitting based on a Galerkin technique. This is a two level domain-decomposition method, where we have one regular coarse grid and many regular refined subgrids. This means that we split the linear equation (5.1) into different regular sub-problems, corresponding to each sub-domain. A coarse grid operator is used to handle the communication between the sub-domains. The Galerkin technique was first introduced in [15]. This technique has later been studied in [10, 13, 12, 18]

### 5.1 A Galerkin Composite Grid Solver

The algebraic algorithm, proposed in 10 for solving the linear equation (5.1), can be formulated as follows. Let $\hat{\Omega}$ denote the grid without any refinement, i.e. the regular coarse grid $\Omega_{0}$ in Figure 4 Further, let $\hat{N}$ be the number of grid blocks in $\hat{\Omega}$ and let $M_{\hat{i}}=\{$ fine cells within coarse cell number $\hat{i}\}$, $\hat{i}=1,2, \ldots, \hat{N}$. Defining the local refined sub-domains in this way, means that we only have one coarse grid block under each refined patch. Let $N$ be the total number of cells in the composite grid, shown in Figure 4 We define a basis vector $\vec{\Psi}_{\hat{i}} \in \mathcal{R}^{N}$, for the coarse cell $\hat{i}$. It consists of only zero
element, except for unit element at all $\hat{i} \in M_{\hat{i}}, i=1,2, \ldots, \hat{N}$. Let $\vec{x}^{(s)}$ be the $(s)$ iterate of the composite solution vector $\vec{x}$. This gives us the function

$$
\vec{z}=\vec{x}^{(s)}+\sum_{\hat{i}=1}^{\hat{N}} \hat{d}_{\hat{i}}^{(s)} \vec{\Psi}_{\hat{i}}=\left[\begin{array}{c}
\vec{z}_{c}  \tag{5.2}\\
\vec{z}_{f}
\end{array}\right], \quad \vec{z} \in \mathcal{R}^{N} .
$$

Here $\hat{d}_{\hat{i}}^{(s)}$, is the $\hat{i}$ th component of $\overrightarrow{\hat{d}}^{(s)}$ on $\hat{\Omega}$. Note that this function would describe an updated composite solution vector $\vec{z}$, from the error on the coarse $\operatorname{grid} \hat{\Omega}$. Using $\vec{z}$ as a test-function in a Galerkin formulation, then for each coarse cell $\hat{j}$ the equation should be satisfied:

$$
\left\langle\vec{\Psi}_{\hat{j}}, A \vec{z}\right\rangle=\left\langle\vec{\Psi}_{\hat{j}}, \vec{y}\right\rangle, \quad \hat{j}=1,2, \ldots, \hat{N}
$$

here $\langle\cdot, \cdot\rangle$ is the inner product. This would give us a coarse linear system to solve for $\overrightarrow{\hat{d}}^{(s)}$

$$
\begin{equation*}
\vec{A}_{\hat{d}} \overrightarrow{\hat{c}}^{(s)}=\overrightarrow{\hat{y}}, \quad \overrightarrow{\hat{d}}^{(s)}, \overrightarrow{\hat{y}} \in \mathcal{R}^{\hat{N}}, \tag{5.3}
\end{equation*}
$$

where

$$
\hat{a}_{\hat{k} \hat{l}}=\sum_{i \in \mathcal{M}_{\hat{k}}} \sum_{j \in \mathcal{M}_{\hat{l}}} a_{\hat{k}_{i} \hat{l}_{j}} \quad \text { and } \quad \hat{y}_{\hat{k}}=\sum_{i \in \mathcal{M}_{\hat{k}}}\left(y_{\hat{k}_{i}}-\sum_{r=1}^{N} a_{\hat{k}_{i} r} x_{r}^{(s)}\right) .
$$

Here $\hat{k}_{i}$ and $\hat{l}_{i}$ indicate the local cell numbers $i$ and $j$ in the coarse cells $\hat{k}$ and $\hat{j}$, respectively. Note that if $\hat{k}$ is not refined, $M_{\hat{k}}$ consists of only one coarse cell. After solving equation (5.3) for $\overrightarrow{\hat{d}}^{(s)}$, we use the definition for $\vec{z}$ from equation (5.2) to get the new estimate for the composite solution vector

$$
\vec{x}^{(s+1)}=\vec{z} .
$$

This means that we choose $\vec{x}_{c}^{(s+1)}=\vec{z}_{c}^{(s+1)}$. When we solve for $\vec{x}_{f_{q}}$, on each of the refined sub-domains $\Omega_{f_{q}}, q=1,2, \ldots, p$, we use the last updated solutions $\vec{x}_{c}^{(s+1)}$ and $\vec{x}_{f_{q}}^{(s)}$ as boundary conditions. This would be a kind of a two level block Jacobi formulation, and all the sub-domains $\Omega_{f_{q}}$ can be solved in parallel. We can also use a coloring of the sub-domains, or use a typical two level Gauss-Seidel formulation. By using a block Jacobi formulation, each sub-domain $\Omega_{f_{q}}, q=1,2, \ldots, p$, can be given as

$$
A_{f_{q} f_{q}}^{n} \vec{x}_{f_{q}}^{(s+1)}=\vec{y}_{f_{q}}, \quad \vec{x}_{f_{q}}, \vec{y}_{f_{q}} \in \mathcal{R}^{N_{q}}
$$

where

$$
\vec{y}_{f_{q}} \leftarrow \vec{y}_{f_{q}}-\sum_{l \neq q} A_{f_{q} f_{l}}^{n} \vec{x}_{f_{l}}^{(s)}-A_{f_{q} c}^{n} \vec{x}_{c}^{(s+1)} .
$$

Note that these problem can be solved in parallel, by using the latest updated boundary conditions. Then the updated composite solution vector is given by

$$
\vec{x}^{(s+1)}=\left[\begin{array}{c}
\vec{x}_{c}^{(s+1)} \\
\vec{x}_{f}^{(s+1)}
\end{array}\right] .
$$

The iteration goes back to the definition in equation (5.2) and it proceeds until the composite solution vector satisfy

$$
\frac{\left\|\vec{x}^{(s+1)}-\vec{x}^{(s)}\right\|}{\left\|\vec{x}^{(s)}\right\|}<\epsilon .
$$

Here $\epsilon$ is a prescribed tolerance.

## 6 Parallel Implementation

The Galerkin algorithm described earlier can be formulated as an iterative process, where in each iteration we solve updated boundary value problem for each sub-domain. The work on each sub-domain, consists mainly of building the corresponding Jacobian and the right hand side. Then solving the corresponding linear system restricted to one sub-domain, using values from its neighboring sub-domains as boundary conditions. The sub-problems can be solved in parallel because neighboring sub-problems are only coupled through previously computed values in the neighboring sub-domain. The basic building block for the Galerkin domain-decomposition method is the sub-domain solver. The sub-domains can be carried out completely independently, allowing the code to run on different processors of a parallel computer.

Traditionally, domain-decomposed parallelization of PDE is done at the level of local matrix/vector operations and linear solvers. However, we are interested in a parallelization strategy at the level of sub-domain simulators. In [5, 18, they have proposed a Simulator Parallel Model (SPM) for parallelizing existing sequential PDE simulators, which is a Single Program Multiple Data (SPMD) model. Basically, the SPM based on domain-decomposition for developing parallel PDE software is: Assign one processor with one or several sequential simulators, each responsible for one sub-domain. The coordination of the computation among the processors is left to a global administrator, implemented at a high abstraction level, close to the mathematical formulation of the Galerkin method.

The SPM strongly promotes code reuse, because most of the global administration and the related communications between processors can be extrac-
ted from specific applications. This means that we minimize the development costs and we have efficient control of performance parameters such as load balance, communication topology and domain-decomposition.

The generic framework object-oriented framework for implementing a parallel version of SOM, based on the simulator-parallel programming model, consists of three main parts: The sequential sub-domain simulator Subdomain_Simulator, a communication part Communicator and a global administrator SOM_Manager. Figure 5 shows the simplified framework.


Figure 5: The figure shows the object-oriented framework for the simulator parallel model. The three main parts are: the sub-domain simulators with local data, the global administrator and a communicator class.

The sub-domain simulator is the most important building block in the model. It consists mainly of the code from the sequential simulator, but also of some ad-on functions to handle the parallel computing, synchronization and to be able to use communicated boundary values. We assign one subdomain simulator, controlling one refined sub-domain, to each processor. In addition we let one processor controlling the coarse grid solver.

During the parallel simulation, the concrete communication between processors occurs in form of exchanging messages and it is all handled by objects of Communicator. On each processor there is one such object connected to the local sub-domain simulator. This class uses member functions, given by each of the sub-domain simulators, to retrieve and modify its local data. The only concern of this class is sending and receiving data between each processor, and no actual computing is done here, just assembling and storing data. To solve these two problems, this class have a close connection to the OOMPI library. We have implemented a manager class SOM_Manager, to
administrate each of the sub-domain solvers. The class is controlled from the main program, and it has the global view if the concurrent solution process.

## 7 Some Computer Experiments

In this section we report parallel simulation results of some numerical experiments. The purpose is as follows: Examine the parallel efficiency of the implemented parallel simulator, due to scalability and speedup. We have carried out the experiments on a SGI Origin 2000, with R10000 processors, to explore the behavior of the method.

### 7.1 Computer Experiment 1

In the first computer experiment, we are mainly interested in exploring the parallel implementation due to scalability and parallel efficiency. The scaling factors are dependent of two parts. First the independent variables, which are the problem size and the number of processors. Then we have the dependent variables, which are the variables inside the respectively parallel application. We concentrate on the first group. By varying the number of grid blocks and the number of sub-domains used, we want to explore the scaling properties and parallel performance compared to the sequential program.

The number of grid blocks, or the problem size, could have a large influence on the parallel efficiency and the scalability of the parallel program. Larger problem size means larger memory requirements, which again leads to how the actual computer handles a larger memory in the cache. A parallel program could have a great performance on small problems, but would be very slow on very large problems. Communication time depends on the number of grid blocks on each sub-domain and on the time for constructing and sending boundary data to neighboring sub-domain processor.

Also, we want to vary, is the number of processors used. When increasing the number of processors, we expect that the used wall clock time would decrease. Ideally, it would decrease in a linear way.

The partition of the domain $\Omega$ is as follows. We divide the domain in equally sized sub-domains $M$ and connect one processor to one sub-domain. The decomposition of the grid $\Omega$ is done in 3D. In addition, we use one processor for the coarse grid. Thus, the total number of processors used becomes $P=M+1$. With this partition of the domain we would have a

| $\# P$ | Speedup | $\# N$ | $N X \times N Y \times N Z$ | CPU (s) |
| :---: | :---: | :---: | :---: | :---: |
| 9 | 9.7 | $2.88 \cdot 10^{5}$ | $40 \times 30 \times 30$ | 214 |
| 9 | 9.5 | $5.76 \cdot 10^{5}$ | $80 \times 30 \times 30$ | 534 |
| 9 | 10.6 | $11.52 \cdot 10^{5}$ | $80 \times 60 \times 30$ | 1085 |
| 17 | 16.5 | $2.88 \cdot 10^{5}$ | $40 \times 30 \times 30$ | 125 |
| 17 | 18.7 | $5.76 \cdot 10^{5}$ | $80 \times 30 \times 30$ | 262 |
| 17 | 17.8 | $11.52 \cdot 10^{5}$ | $80 \times 60 \times 30$ | 598 |
| 33 | 32.6 | $2.88 \cdot 10^{5}$ | $60 \times 60 \times 10$ | 60 |
| 33 | 33.4 | $5.76 \cdot 10^{5}$ | $60 \times 60 \times 20$ | 132 |
| 33 | 33.7 | $11.52 \cdot 10^{5}$ | $60 \times 60 \times 40$ | 306 |
| 49 | 48.8 | $11.52 \cdot 10^{5}$ | $80 \times 60 \times 30$ | 220 |
| 49 | 48.3 | $23.04 \cdot 10^{5}$ | $80 \times 60 \times 60$ | 433 |

Table 1: The used CPU time (in seconds) and the parallel performance for different number of processors $P$ and different problem-sizes $N . N X \times N Y \times N Z$ are the number of grid blocks in each direction. In each grid cell we have 8 unknowns $N$ : 6 hydro-carbon components, the water pressure and the temperature. $P=M+1$, where $M$ is the number of sub-domains. The speedup numbers are calculated by comparing with the sequential CPU time.
perfectly load balanced system. Since we use uniform lithology in $\Omega$, the computational complexities would be the same for all sub-domains.

From Table 1, we can see that the parallel efficiency of the parallel version of the simulator is very good. When increasing the number of processors by a factor of two, we then approximately decrease the CPU time by a factor of two. This means that the parallel code is very efficient due to the computing/communication relation. The scalability is given by the expression $T(P, N)=T(k P, k N)$. Here $T$ is the CPU time, $P$ is the number of processors, $N$ is the total number of unknowns and $k$ is the scaling-factor. From Table 1, we see that this is almost given. The load on the Origin 2000 computer varies from time to time, which can explain some of the jumps in the given CPU time in Table 1 .

Table has also a number for speedup, which is the result by comparing the parallel version against the sequential version of the code. Table 1 shows that we have a super-linear speedup in this experiment. It is caused by the fact thata CPU working in parallel may have a faster access to the cache memory than a single processor has.

### 7.2 Computer Experiment 2

The previous computer experiment was relatively simple. The rectangular domain-decompositions give a rectangular communication topology, which could improve the parallel performance. Many applications require a nonrectangular domain-decomposition/communication topology, which could affect the communication time.


Figure 6: These figures show the oil which is migrating through a faulted carrier bed. The oil tends to follow the permeable layers connected by the very high permeability crushed zones (red color). The coarse grid blocks (green color), represents almost non-permeable lithology.

In the next problem we use a non-regular geometry with locally refined patches. In this implementation, we only use a very simple compositional model, the SBO 11. This mainly interpolates from some dew-point tables and bubble-point tables. This simplification implies that, doing the flash calculation would not take much part of the time.

We want to simulate the migration of oil through a faulted area. Parallel to the faults there are crushed zones with high permeability and high porosity. These high permeability zones may create some computational complexities. The computing domain and the domain decomposition are shown in Figure 6

The coarse grid blocks are representing a very low permeable litholology. In Figure 6 the coarse grid blocks are removed and we can clearly detect the faulted area. The permeability varies from almost impermeable, to 500 mD in the crushed fault zone. The layered sediments have varying permeability, but all below 500 mD . The aspect ratio, which is the relation between the horizontal and vertical permeability, is 10 in this experiment.

The extent of the domain is $1000 \mathrm{~m} \times 300 \mathrm{~m} \times 140 \mathrm{~m}$ and the carrier bed are lifted 200 m above the horizon. As boundary condition we use a relatively large water flux $q_{w}=1.0 \cdot 10^{-4} \mathrm{~mol} / \mathrm{m}^{2} \mathrm{~s}$, from left to right. This is injected only in the permeable sediments. An oil flux $q_{o}=1.0 \cdot 10^{-9} \mathrm{~mol} / \mathrm{m}^{2} \mathrm{~s}$, is also injected in the lowest portion on the left side. Only water can go out of the sediments on the right-hand side. The simulation period is 300000 days, or about 822 years. It should be noticed that all the lithologies data and the boundary conditions are realistic.

Each refined subdomain follow a faulted block, containing 200 grid blocks, which means that we have about 2500 grid blocks in total. In Figure 6] we have given two snapshots of the oil saturation during the simulations after 50000 days and after 250000 days. Here we can clearly see the oil migrating through the higher permeability zones. These are connected via the crushed faulted zone with a very high permeability. We can also see that some of the oil is trapped, i.e. on the top of two of the faults in Figure 6. Table 2, shows the CPU measurements for different parts of the IMPEC solution strategy in the code. The CPU measurements are after 10 days of simulation. The system would get stabilized during the simulation, so a longer time period would not be relevant for these results.

We notice is that we have a great loss of parallel performance in the "Solve Pressure" function. This loss is mainly due to the bad speedup of the Galerkin solver, only 9.8. This experiment demonstrates that the geometrical complexities would strongly affect the time solving the pressure equation. In this experiment, we have located the high conductivity faults on the interface between two coarse grid blocks. We know that this may be a very bad choice. Instead, the faults should be located inside the coarse grid blocks, which probably would given a better numerical results. The overall speedup is still quite good 12.1, despite the poor performance in the pressure solver.

|  | 13 CPU |  |  | Sequential |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Function | CPU (s) | \% t. loop | speedup | CPU (s) | \% t. loop |
| Update rock data | 0.2 | 0.26 | 13.0 | 2.6 | 0.02 |
| Calc coupl. coefff. | 0.5 | 0.67 | 13.0 | 6.5 | 0.7 |
| Solve temperature | 5.9 | 7.9 | 11.3 | 66.7 | 7.5 |
| Solve Pressure | 23.8 | 32.0 | 10.6 | 255.0 | 28.4 |
| *Eq. setup | 5.0 | 6.7 | 14.6 | 73.3 | 8.1 |
| *Eq. solve | 18.3 | 24.0 | 9.8 | 178.4 | 19.8 |
| Calc molar masses | 40.0 | 53.3 | 13.1 | 523.4 | 58.3 |
| Do flash calc. | 0.4 | 0.5 | 11.8 | 4.7 | 0.48 |
| Update physical var. | 0.8 | 1.0 | 11.3 | 9.0 | 0.88 |
| Total time loop | 74.4 | 100 | 12.1 | 897.2 | 100 |
| Total simulation | 74.8 | $*$ | 12.1 | 899.0 | $*$ |

Table 2: This table gives the CPU measurements from the IMPEC solution strategy. The CPU time is a result of 10 days of simulation.

## 8 Conclusions

In this work we have used a fixed adaptive LGR technique. In simulation of reservoirs with fixed wells, faults and large fractures, certain fixed LGR techniques have proven to be very effective. Our fixed adaptive LGR technique creates non-matching interfaces, as nearly all LGR techniques do.

The most important issue when working with fluid flow is to conserve the mass. To ensure mass conservation, the flux calculation across any of the interfaces (both matching and non-matching) have to be treated with great care. In most application, a two point flux approximation has been used. In this paper a muli point flux approximation (MPFA) is also implemented. As far as we now, a MPFA method has not yet been applied to cases with non-matching interfaces in three dimensions. In this work we propose to add slave cells close to the non-matching interfaces. Since these slave cells create a locally matching grid an existing MPFA method may be used. The Simulator Parallel Mode (SPM) which is described in this paper, strongly promotes code reuse and gives a very high level of parallelization despite low implementation costs. This programming framework is also portable to other platforms or other applications. With this model we have good control with performance parameters as load balance, synchronization and communication topology.

We have presented two computer experiments to examine the parallel
efficiency of the implemented parallel simulator with respect to scalability and speedup. In the first experiment we examine the scalability for a large homogeneous one-phase problem. In the next experiment, we go a step further and study multi-phase heterogeneous problems. This problem requires a much larger portion of communication and synchronization, than in the first experiment. However, the experiments still show nice results for parallel efficiency and speedup. In many industrial groups, clusters of PCs or workstations are used. This means that for effective use of the computers, a parallel implementation based on explicit message passing inside the network should be considered. Our parallel implementation framework puts no restriction for running the code on such networks/clusters with PCs or workstations. This option should be implemented in the future. Asynchronous MPI implementation should be considered, due to the heterogeneous computers in a typical network.
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# Relationships among Some Conservative Discretization Methods 

Thomas F. Russell


#### Abstract

Relationships among various mass-conservative discretization techniques for equations of the type $-\nabla \cdot \mathbf{K} \nabla p=q$ on distorted logically rectangular meshes are discussed. The case of heterogeneous, anisotropic $\mathbf{K}$ is important for applications to subsurface porous media, in particular the groundwater flow equation and the pressure equation of petroleum reservoir simulation. Some methods are based on $\mathbf{K}$ itself, others on $\mathbf{K}^{-1}$. Within one of these groups, mass lumping and quadrature can be keys to understanding connections between methods; incomplete inversion of the mass matrix is useful in relating one group to the other.


KEYWORDS: conservation, distorted grid, finite volume, mixed method

## 1 Introduction

The purpose of this paper is to introduce some concepts that could be useful in understanding relationships among various types of conservative discretization methods. We concern ourselves particularly with finite volume, flux-based finite difference, and mixed finite element methods designed to calculate accurate fluxes on distorted meshes for problems with heterogeneous, anisotropic conductivity. Such procedures can be important in a variety of applications, particularly subsurface flows in porous media.

This study is merely introductory, and is far from exhaustive or definitive. The methods discussed here are sufficiently varied and complex that a complete analysis of their relationships would constitute a much longer paper. It is not our goal here to compare the merits of these approaches; other forums will be more appropriate for that. We also do not address the nontrivial issues of solving the discrete equations arising from these methods. Rather, we seek some simple tools that can assist efforts to comprehend a "big picture" of discretizations that can fairly be described as confusing.

For simplicity of exposition, the spatial domain will be limited to 2 -D, with 3-D mentioned only in passing. This is a significant simplification, because, for example, the edges of a quadrilateral (bilinear image of a square) are straight, but the faces of a hexahedron (trilinear image of a cube) need not be planar, and while the Jacobian of a bilinear mapping is linear, in general for a trilinear mapping it is nonlinear. The 2-D methods discussed here extend in one way or another to $3-\mathrm{D}$, and are in various stages of development for 3-D. However, for our introductory purposes here, we find it best to emphasize 2-D. For similar reasons, we consider only a linear pressure equation, and our focus is on logically rectangular meshes, though more complicated PDEs and grids of more general connectivity could be addressed.

Section 2 describes the lowest-order Raviart-Thomas $\left(\mathrm{RT}_{0}\right)$ [11, 12] mixed finite element (MFE) method, as a starting point to which other methods can be related. The analogous control-volume mixed (CVMFE) method 5 is introduced in Section 3, along with some modifications by Garanzha and Konshin 7] and some observations in [7] that relate the CVMFE to the support-operators (SO) method of Shashkov and co-workers [8, 10]. These methods are related in a different way in Section 4 to the multi-point flux approximation (MPFA) methods of Aavatsmark and co-workers [1, 2]. Section 4 also briefly discusses the expanded mixed (EM) method of Arbogast et al. [3 4] and the mixed finite volume (MFV) method of Thomas and Trujillo [13], and Section 5 summarizes the paper.

## $2 \quad$ RT $_{0}$ Mixed Method

A MFE represents a partial differential equation as a system of lower-order equations, solving these for multiple variables of physical interest. In the context of porous media, we assume incompressible flow, neglecting gravitational effects, so that the pressure equation (with no-flow boundary condition for simplicity) takes the form

$$
\begin{align*}
-\nabla \cdot(\mathbf{K} \nabla p) & =q, & \mathbf{x} \in \Omega  \tag{2.1}\\
-\mathbf{K} \nabla p \cdot \mathbf{n} & =0, & \mathbf{x} \in \partial \Omega \tag{2.2}
\end{align*}
$$

where $\mathbf{K}$ (scalar or anisotropic tensor) is the mobility or hydraulic conductivity, $p$ the pressure, $q$ a source/sink (e.g., well) term, and $\Omega$ is the reservoir or aquifer with boundary $\partial \Omega$. Let $\mathbf{v}$ be the velocity vector, and express (2.1)
as a system representing Darcy's law and conservation of mass, respectively:

$$
\begin{align*}
\mathbf{v} & =-\mathbf{K} \nabla p,  \tag{2.3}\\
\nabla \cdot \mathbf{v} & =q . \tag{2.4}
\end{align*}
$$

A primary goal is to obtain a more accurate $\mathbf{v}$, especially when $\mathbf{K}$ is heterogeneous, by solving the system (2.3)-(2.4) for $\mathbf{v}$ and $p$, instead of solving (2.1) for $p$ and applying (2.3) to obtain $\mathbf{v}$. Piecewise-constant test functions in (2.7) below will also yield local mass conservation.

As in 11, let $\mathbf{V}=\{\mathbf{w} \in H(\operatorname{div}, \Omega): \mathbf{w} \cdot \mathbf{n}=0$ on $\partial \Omega\}, P=L^{2}(\Omega)$, write (2.3) as

$$
\begin{equation*}
\mathbf{K}^{-1} \mathbf{v}+\nabla p=0 \tag{2.5}
\end{equation*}
$$

and arrive at the weak form of (2.3)-(2.4), which is to find $\mathbf{v} \in \mathbf{V}$ and $p \in P$ such that

$$
\begin{align*}
\int_{\Omega} \mathbf{K}^{-1} \mathbf{v} \cdot \mathbf{w} d \mathbf{x}-\int_{\Omega} \nabla \cdot \mathbf{w} p d \mathbf{x} & =0, \quad \mathbf{w} \in \mathbf{V}  \tag{2.6}\\
\int_{\Omega} \nabla \cdot \mathbf{v} z d \mathbf{x} & =\int_{\Omega} q z d \mathbf{x}, \quad z \in P . \tag{2.7}
\end{align*}
$$

The rectangular $\mathrm{RT}_{0}$ elements define discrete subspaces $\mathbf{V}_{h}$ and $P_{h}$ with respect to a cartesian grid. $P_{h}$ consists of the piecewise-constant functions. $\mathbf{V}_{h}$ can best be viewed by associating a degree of freedom with the flux (constant normal component times edge length $|E|$ ) on each inter-block edge $E$. A typical basis function has flux 1 on one edge ( $D$ in Fig. 1) and 0 on all others, with the flux varying linearly in the direction of the velocity. For arbitrary quadrilateral grids, appropriate pressure and velocity spaces are defined via the Piola mapping [11, 12] (see Section 3.2).


Figure 1. $\mathrm{RT}_{0}$ velocity basis function on rectangles.

## 3 CVMFE and $K^{-1}$ Methods

In addition to the local mass conservation provided by (2.7), the CVMFE seeks a local discrete Darcy law, which an engineer could view as applying to a cell-sized "tank" with pressures imposed at the ends. In the MFE context, this is analogous to the formulation of control-volume finite element (CVFE) methods from Galerkin FE, hence the name. We describe the formulation first on rectangles, then on distorted quadrilaterals.

### 3.1 Rectangular Grid

Starting from the system (2.4)-(2.5), consider the pressure cells $Q_{i, j}$ and the control volumes $Q_{i+1 / 2, j}$ and $Q_{i, j+1 / 2}$ associated with the edge fluxes $\left(f_{x}\right)_{i+1 / 2, j}$ and $\left(f_{y}\right)_{i, j+1 / 2}$, as depicted in Fig. 2. For this case, we take $\mathbf{K}=k$ to be scalar. The unknowns are associated with cells and edges as in the MFE, and the trial functions for $\mathbf{v}$ and $p$ are again the $\mathrm{RT}_{0}$ spaces. In the MFE, the test functions $\mathbf{w}$ and $z$ are from the same spaces; in the CVMFE, ([2.4) is still treated in this way, but the $x$ - and $y$-components of the vector Darcy law (2.5) are instead integrated over "tanks" $Q_{i+1 / 2, j}$ and $Q_{i, j+1 / 2}$, respectively. This is equivalent to taking the scalar product of (2.5) with $\mathbf{w}=(1,0)$ on $Q_{i+1 / 2, j}$ and $(0,0)$ elsewhere, and with $\mathbf{w}=(0,1)$ on $Q_{i, j+1 / 2}$ and $(0,0)$ elsewhere, respectively, and integrating. The resulting partial derivatives of $p$ can be integrated out, leaving

$$
\begin{equation*}
\int_{x_{i}}^{x_{i+1}} \int_{y_{j-1 / 2}}^{y_{j+1 / 2}} k^{-1} v_{x}(x, y) d y d x+\int_{y_{j-1 / 2}}^{y_{j+1 / 2}}\left(p\left(x_{i+1}, y\right)-p\left(x_{i}, y\right)\right) d y=0 \tag{3.1}
\end{equation*}
$$

and similarly for the $y$-component. Using the $\mathrm{RT}_{0}$ trial functions, the integrals such as (3.1) are expressed in terms of the unknowns $p, f_{x}$, and $f_{y}$. We then obtain the discrete Darcy equations on the "tanks": in the $x$-direction on $Q_{i+1 / 2, j}$,

$$
\begin{align*}
& a_{i+1 / 2, j ; A}\left(f_{x}\right)_{i-1 / 2, j}+a_{i+1 / 2, j ; D}\left(f_{x}\right)_{i+1 / 2, j} \\
&+a_{i+1 / 2, j ; G}\left(f_{x}\right)_{i+3 / 2, j}+p_{i+1, j}-p_{i, j}=0 \tag{3.2}
\end{align*}
$$

where $A, D, G$ refer to edges as in Fig. 1, and

$$
\begin{align*}
a_{i+1 / 2, j ; A} & =\frac{1}{8} \frac{k_{i, j}^{-1}}{\left|Q_{i, j}\right|}\left(\Delta x_{i}\right)^{2}  \tag{3.3}\\
a_{i+1 / 2, j ; D} & =\frac{3}{8} \frac{k_{i, j}^{-1}}{\left|Q_{i, j}\right|}\left(\Delta x_{i}\right)^{2}+\frac{3}{8} \frac{k_{i+1, j}^{-1}}{\left|Q_{i+1, j}\right|}\left(\Delta x_{i+1}\right)^{2} \tag{3.4}
\end{align*}
$$

$$
\begin{equation*}
a_{i+1 / 2, j ; G}=\frac{1}{8} \frac{k_{i+1, j}^{-1}}{\left|Q_{i+1, j}\right|}\left(\Delta x_{i+1}\right)^{2}, \tag{3.5}
\end{equation*}
$$

where $\Delta x_{i}=x_{i+1 / 2}-x_{i-1 / 2}, \Delta x_{i+1}=x_{i+3 / 2}-x_{i+1 / 2}$, with an analogous equation in the $y$-direction on $Q_{i, j+1 / 2}$.


Figure 2. Cells, unknowns, and control volumes for rectangular grid.
Integration of (2.4) over the cell $Q_{i, j}$ (equivalent to multiplying by a test function $z=1$ on $Q_{i, j}$ and 0 elsewhere), together with the Gauss divergence theorem, yields the discrete mass conservation:

$$
\begin{equation*}
\left(f_{x}\right)_{i-1 / 2, j}-\left(f_{x}\right)_{i+1 / 2, j}+\left(f_{y}\right)_{i, j-1 / 2}-\left(f_{y}\right)_{i, j+1 / 2}=-\left|Q_{i, j}\right| q_{i, j} . \tag{3.6}
\end{equation*}
$$

Equation (3.2), its $y$-analogue, and (3.6) give rise to a symmetric system of linear equations that is solved for the pressures at block centers and the fluxes across edges.

### 3.2 Distorted Quadrilateral Grid

If $Q$ is a convex quadrilateral, then there is a unique bilinear mapping of a reference square $\hat{Q}=[0,1]^{2}$ onto $Q$ that sets up coordinates on $Q$. The pressure in $Q$ is associated with the "center" of $Q$, meaning the image of the center of $\hat{Q}$. Note that this is not generally the centroid of $Q$.

The extension of the CVMFE method to general quadrilaterals requires that continuity of flux be maintained, so that the normal component of a
velocity function must be constant on each edge. Then we can associate degrees of freedom with fluxes on edges, as in the rectangular case. In Fig. 3 we show two adjacent quadrilaterals with coordinates determined by their local bilinear mappings. The velocity vector function $\mathbf{v}_{i+1 / 2, j}$ that has flux 1 (hence normal component $1 /\left|E_{i+1 / 2, j}\right|$ ) on the common edge $E_{i+1 / 2, j}$ (labeled in Fig. 4) and 0 on the other edges is pictured. It is oriented along $x$ coordinate lines, and has constant normal component on each complementary $y$-line, with the flux varying linearly in the $x$-direction.


Figure 3. Velocity basis function $\mathbf{v}_{i+1 / 2, j}$ on quadrilaterals.

Let $\hat{x}, \hat{y} \in[0,1]$ be the reference coordinates for a quadrilateral $Q$. Set

$$
\begin{align*}
\mathbf{X}(\hat{x}, \hat{y}) & =\left(\frac{\partial x}{\partial \hat{x}}, \frac{\partial y}{\partial \hat{x}}\right)  \tag{3.7}\\
\mathbf{Y}(\hat{x}, \hat{y}) & =\left(\frac{\partial x}{\partial \hat{y}}, \frac{\partial y}{\partial \hat{y}}\right) \tag{3.8}
\end{align*}
$$

to be the columns of the Jacobian matrix of the bilinear mapping. These can be viewed as the images of the vectors $(1,0)$ and $(0,1)$, respectively, under the mapping from $\hat{Q}$ to $Q$. For example, the $\mathbf{v}_{i+1 / 2, j}$ in Fig. 3 is parallel to $\mathbf{X}$, and after some manipulation, one can show that it is given on the left-hand quadrilateral $Q_{i, j}$ by

$$
\begin{equation*}
\mathbf{v}_{i+1 / 2, j}(x, y)=\frac{\hat{x} \mathbf{X}}{J_{i, j}(\hat{x}, \hat{y})}, \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{i, j}(\hat{x}, \hat{y})=\frac{\partial x}{\partial \hat{x}} \frac{\partial y}{\partial \hat{y}}-\frac{\partial x}{\partial \hat{y}} \frac{\partial y}{\partial \hat{x}} \tag{3.10}
\end{equation*}
$$

is the Jacobian of the mapping from $\hat{Q}$ to $Q_{i, j}$. In the right-hand quadrilateral $Q_{i+1, j}$, everything is the same except that $1-\hat{x}$ and $J_{i+1, j}$ replace $\hat{x}$ and $J_{i, j}$, respectively. These velocity trial functions and unknowns (fluxes across edges) can also be obtained from those on rectangles by a Piola transformation [12]. Define also the corresponding unit normal vectors, $\mathbf{n}_{x} \perp \mathbf{Y}$, $\mathbf{n}_{y} \perp \mathbf{X}$, pictured in Fig. 4:

$$
\begin{align*}
& \mathbf{n}_{x}=\frac{(\partial y / \partial \hat{y},-\partial x / \partial \hat{y})}{\left[(\partial x / \partial \hat{y})^{2}+(\partial y / \partial \hat{y})^{2}\right]^{1 / 2}},  \tag{3.11}\\
& \mathbf{n}_{y}=\frac{(-\partial y / \partial \hat{x}, \partial x / \partial \hat{x})}{\left[(\partial x / \partial \hat{x})^{2}+(\partial y / \partial \hat{x})^{2}\right]^{1 / 2}} . \tag{3.12}
\end{align*}
$$



Figure 4. Control-volume mixed finite elements on quadrilaterals.
It remains to choose control volumes and test functions. For the integrations of (2.4), the control volumes are the quadrilateral blocks $Q_{i, j}$, and the test functions are scalar characteristic functions of the control volumes, i.e., functions that are 1 on one volume and zero elsewhere. The Gauss divergence theorem then yields (3.6) for quadrilaterals as well as rectangles.

For the integrations of (2.5), to mimic the steps leading to (3.1), we use images of rectangular control volumes $Q_{i+1 / 2, j}$ and $Q_{i, j+1 / 2}$ under the bilinear mapping, as seen in Fig. 4. We again denote such control volumes by $Q_{i+1 / 2, j}$ and $Q_{i, j+1 / 2}$. $Q_{i+1 / 2, j}$ in Fig. 4 will be the "tank" with pressures $p_{i, j}$ and $p_{i+1, j}$ at the two ends. We seek test functions that allow the gradient of $p$ to be integrated out, leaving differences of $p$.

Let $Q_{i+1 / 4, j}$ and $Q_{i+3 / 4, j}$ denote the "left-hand half" and "right-hand half," respectively, of $Q_{i+1 / 2, j}$. Then $Q_{i+1 / 4, j}$ is the image of the right-hand
half, $(1 / 2,1) \times(0,1)$, of $\hat{Q}$ under the mapping to $Q_{i, j}$. The original CVMFE [5] used $\mathbf{X}$ as the test function, which led to integrals that could be calculated analytically, with a factor of $1 / J$ outside the integral; the modification suggested by Garanzha and Konshin [7] instead uses $\mathbf{X} / J$, which requires numerical integration but gains accuracy on highly distorted meshes. By their approach, the left-half $p$ integral analogous to the one in (3.1) is

$$
\begin{align*}
\int_{Q_{i+1 / 4, j}} \nabla p \cdot\left(\mathbf{X}_{i, j} / J_{i, j}\right) d \mathbf{x} & =\int_{0}^{1} \int_{1 / 2}^{1} \frac{\partial p}{\partial \hat{x}} d \hat{x} d \hat{y} \\
& =\int_{0}^{1} p(1, \hat{y}) d \hat{y}-\int_{0}^{1} p(1 / 2, \hat{y}) d \hat{y} \\
& \approx p_{i+1 / 2, j}-p_{i, j}, \tag{3.13}
\end{align*}
$$

where the last step involves $p$ at edge and cell centers and is exact for bilinear $p$. In defining the CVMFE equations, treat (3.13) as exact, i.e., ignore truncation error. Similarly, the right-half integral yields

$$
\begin{equation*}
\int_{Q_{i+3 / 4, j}} \nabla p \cdot\left(\mathbf{X}_{i+1, j} / J_{i+1, j}\right) d \mathbf{x}=p_{i+1, j}-p_{i+1 / 2, j} \tag{3.14}
\end{equation*}
$$

Hence, by choosing the test vector field

$$
\mathbf{w}_{i+1 / 2, j}= \begin{cases}\mathbf{X}_{i, j} / J_{i, j} & \text { on } Q_{i+1 / 4, j}  \tag{3.15}\\ \mathbf{X}_{i+1, j} / J_{i+1, j} & \text { on } Q_{i+3 / 4, j} \\ \mathbf{0} & \text { elsewhere }\end{cases}
$$

we combine (3.13)-(3.14) into

$$
\begin{equation*}
\int_{Q_{i+1 / 2, j}} \nabla p \cdot \mathbf{w}_{i+1 / 2, j} d \mathbf{x}=p_{i+1, j}-p_{i, j} \tag{3.16}
\end{equation*}
$$

and the edge value $p_{i+1 / 2, j}$ is eliminated. If desired, it can be recovered later in a postprocessing step.

With the test function from (3.15), the $\mathbf{v}$ term of (2.5) can be calculated as in [5], leading to the discrete Darcy equation analogous to (3.2), with edges denoted as in Fig. 1:

$$
\begin{align*}
& a_{i+1 / 2, j ; A}\left(f_{x}\right)_{i-1 / 2, j}+a_{i+1 / 2, j ; D}\left(f_{x}\right)_{i+1 / 2, j}+a_{i+1 / 2, j ; G}\left(f_{x}\right)_{i+3 / 2, j} \\
& \quad+a_{i+1 / 2, j ; B}\left(f_{y}\right)_{i, j+1 / 2}+a_{i+1 / 2, j ; C}\left(f_{y}\right)_{i, j-1 / 2} \\
& +a_{i+1 / 2, j ; E}\left(f_{y}\right)_{i+1, j+1 / 2}+a_{i+1 / 2, j ; G}\left(f_{y}\right)_{i+1, j-1 / 2} \\
& \quad+p_{i+1, j}-p_{i, j}=0 \tag{3.17}
\end{align*}
$$

where the coefficients in (3.17) are given by

$$
\begin{align*}
a_{i+1 / 2, j ; D}= & \int_{0}^{1} \int_{1 / 2}^{1} \hat{x}\left(\mathbf{K}_{i, j}^{-1} \mathbf{X}_{i, j}\right) \cdot \mathbf{X}_{i, j} / J_{i, j} d \hat{x} d \hat{y}  \tag{3.18}\\
& \int_{0}^{1} \int_{0}^{1 / 2}(1-\hat{x})\left(\mathbf{K}_{i+1, j}^{-1} \mathbf{X}_{i+1, j}\right) \cdot \mathbf{X}_{i+1, j} / J_{i+1, j} d \hat{x} d \hat{y}, \\
a_{i+1 / 2, j ; A}= & \int_{0}^{1} \int_{1 / 2}^{1}(1-\hat{x})\left(\mathbf{K}_{i, j}^{-1} \mathbf{X}_{i, j}\right) \cdot \mathbf{X}_{i, j} / J_{i, j} d \hat{x} d \hat{y},  \tag{3.19}\\
a_{i+1 / 2, j ; G}= & \int_{0}^{1} \int_{0}^{1 / 2} \hat{x}\left(\mathbf{K}_{i+1, j}^{-1} \mathbf{X}_{i+1, j}\right) \cdot \mathbf{X}_{i+1, j} / J_{i+1, j} d \hat{x} d \hat{y},  \tag{3.20}\\
a_{i+1 / 2, j ; B}= & \int_{0}^{1} \int_{1 / 2}^{1} \hat{y}\left(\mathbf{K}_{i, j}^{-1} \mathbf{Y}_{i, j}\right) \cdot \mathbf{X}_{i, j} / J_{i, j} d \hat{x} d \hat{y}  \tag{3.21}\\
a_{i+1 / 2, j ; C}= & \int_{0}^{1} \int_{1 / 2}^{1}(1-\hat{y})\left(\mathbf{K}_{i, j}^{-1} \mathbf{Y}_{i, j}\right) \cdot \mathbf{X}_{i, j} / J_{i, j} d \hat{x} d \hat{y},  \tag{3.22}\\
a_{i+1 / 2, j ; E}= & \int_{0}^{1} \int_{0}^{1 / 2} \hat{y}\left(\mathbf{K}_{i+1, j}^{-1} \mathbf{Y}_{i+1, j}\right) \cdot \mathbf{X}_{i+1, j} / J_{i+1, j} d \hat{x} d \hat{y},  \tag{3.23}\\
a_{i+1 / 2, j ; F}= & \int_{0}^{1} \int_{0}^{1 / 2}(1-\hat{y})\left(\mathbf{K}_{i+1, j}^{-1} \mathbf{Y}_{i+1, j}\right) \cdot \mathbf{X}_{i+1, j} / J_{i+1, j} d \hat{x} d \hat{y} . \tag{3.24}
\end{align*}
$$

The Darcy equation for the horizontal edge $E_{i, j+1 / 2}$ is analogous, with the roles of the $x$ - and $y$-directions reversed. That equation, with (3.6) and (3.17), forms the discrete system for CVMFE.

As the trial and test functions are different for CVMFE, the discrete equations may not be symmetric. A representative example is (3.21), in which test function $\mathbf{w}_{i+1 / 2, j}$ interacts with trial function $\mathbf{v}_{i, j+1 / 2}$. Symmetry would require that (3.21) yield the same result as

$$
\begin{equation*}
a_{i, j+1 / 2 ; B}=\int_{1 / 2}^{1} \int_{0}^{1} \hat{x}\left(\mathbf{K}_{i, j}^{-1} \mathbf{X}_{i, j}\right) \cdot \mathbf{Y}_{i, j} / J_{i, j} d \hat{x} d \hat{y} \tag{3.25}
\end{equation*}
$$

Since (3.21) and (3.25) integrate over different (but overlapping) half-cells, symmetry cannot hold in general with variable $J$ (with constant $J, \mathbf{X}, \mathbf{Y}$, as on a grid of parallelograms, symmetry does hold). However, with a quadrature rule that receives no contribution from the nonoverlapping parts of the half-cells, i.e., one whose nonoverlapping points have $\hat{y}=0$ in (3.21) and $\hat{x}=0$ in (3.25), symmetry is possible. As noted by Garanzha and Konshin
[7], for the half-cell in (3.21), a rule of the form

$$
\begin{align*}
\int_{0}^{1} \int_{1 / 2}^{1} g d \hat{x} d \hat{y} & \approx r(g(1 / 2,0)+2 g(1,1 / 2)+g(1 / 2,1)) \\
& +(1 / 8-r)(g(1,0)+2 g(1 / 2,1 / 2)+g(1,1)) \tag{3.26}
\end{align*}
$$

where $0 \leq r \leq 1 / 8$, preserves symmetry and also integrates bilinear $g$ exactly. With such a quadrature, the entire discrete system is symmetric, and for parallelograms all integrals are exact; in particular, the weights $1 / 8,6 / 8,1 / 8$ in (3.3)-(3.5) are preserved. We note here that the corresponding weights for MFE are $1 / 6,4 / 6,1 / 6$, and that MFE is symmetric with any consistent quadrature because the trial and test functions coincide. Because the MFE integrands that produce these weights are quadratic, it is possible within the MFE framework, with a rule that is not exact for quadratics, to produce the CVMFE weights and the CVMFE formulas resulting from quadrature rule (3.26) [7]. In general, it is not possible to produce the exact CVMFE formulas in this way, as they are nonsymmetric.

Quadrature provides a convenient framework within which to consider the technique of mass lumping, which is often used to simplify finite element methods, producing a diagonal mass matrix and reducibility to finite differences. In the context of CVMFE equations (3.18)-(3.24), this is equivalent to setting $\hat{x}, 1-\hat{x}, \hat{y}$, and $1-\hat{y}$ equal to 1 whenever they are greater than $1 / 2$, and 0 otherwise, then integrating. In (3.26), this would correspond to a quadrature with $\hat{x}=1$ and $\hat{y}=0$ or 1 , i.e.,

$$
\begin{equation*}
\int_{0}^{1} \int_{1 / 2}^{1} g d \hat{x} d \hat{y} \approx 1 / 4(g(1,0)+g(1,1)) \tag{3.27}
\end{equation*}
$$

This quadrature preserves symmetry, just as (3.26) does, but it does not integrate bilinear $g$ exactly; indeed, it must not, because it changes the weights $1 / 8,6 / 8,1 / 8$ in (3.3)-(3.5) to $0,1,0$. Garanzha and Konshin [7] (p. 24) note that this lumping produces the SO method [8, 10]. Thus, CVMFE and SO are related in much the same way as CVFE and conventional point-centered finite differences.

## 4 Relationships to K Methods

In the petroleum industry, there is considerable recent work [1, 2, 6, 9] on discretizations that take a view dual to that of formulas such as (3.17). We
call the methods of Section 3 " $\mathrm{K}^{-1}$ methods" because, when complicated details are ignored, they reduce to a relationship of the form

$$
\begin{equation*}
-\mathbf{K}^{-1} \mathbf{f}=\Delta p, \tag{4.1}
\end{equation*}
$$

where $\mathbf{f}$ is the flux vector and $\Delta p$ the pressure difference. $\mathbf{K}^{-1}$ appears discretely as a mass matrix, so that a combination of fluxes equals a pressure drop. "K methods," on the other hand, adopt the perspective that

$$
\begin{equation*}
\mathbf{f}=-\mathbf{K} \Delta p, \tag{4.2}
\end{equation*}
$$

expressing an individual discrete flux as a combination of pressure drops. As a prototype of these methods, we consider the MPFA scheme of Aavatsmark et al. [1] [2] and seek to relate $\mathbf{K}^{-1}$ methods to it. It seems natural to attempt to pass from (4.1) to (4.2) by inverting $\mathbf{K}^{-1}$. To avoid a full stencil in (4.2) even for orthogonal grids, it is necessary to lump the principal weights in $\mathbf{K}^{-1}$, such as the $1 / 8,6 / 8,1 / 8$ for CVMFE. For the contributions to $\mathbf{K}^{-1}$ caused by non-orthogonality and/or anisotropy, some form of incomplete inversion is suggested.


Figure 5. Cells and interaction region for MPFA method.

To describe the MPFA method, we refer to Fig. 5. The pressure $p$ is to be determined at the cell centers and is assumed to be linear (not bilinear) on each piece I,II,III,IV of the interaction region. Thus, there are 12 degrees of freedom on that region, and 12 constraints are imposed: 4 cell-center values, continuity of $p$ at the 4 points where the interaction-region boundary crosses a cell edge, and continuity of the flux across the 4 interfaces in the region.

To close this system, the relation

$$
\begin{equation*}
f_{E}=-\int_{E} \mathbf{K} \nabla p \cdot \mathbf{n} d S \tag{4.3}
\end{equation*}
$$

between the pressure and the fluxes across edges is needed. With a bilinear reference mapping to a distorted quadrilateral, as in Section 3, this can be written

$$
\begin{align*}
f_{x} & =a \frac{\partial p}{\partial \hat{x}}+c \frac{\partial p}{\partial \hat{y}} \\
f_{y} & =c \frac{\partial p}{\partial \hat{x}}+b \frac{\partial p}{\partial \hat{y}} \tag{4.4}
\end{align*}
$$

where

$$
\begin{align*}
a & =-J(\mathbf{K} \nabla \hat{x}) \cdot \nabla \hat{x}=-(\mathbf{Y} \cdot \mathbf{Y} / J)\left(\mathbf{K} \mathbf{n}_{x}\right) \cdot \mathbf{n}_{x} \\
b & =-J(\mathbf{K} \nabla \hat{y}) \cdot \nabla \hat{y}=-(\mathbf{X} \cdot \mathbf{X} / J)\left(\mathbf{K} \mathbf{n}_{y}\right) \cdot \mathbf{n}_{y} \\
c & =-J(\mathbf{K} \nabla \hat{x}) \cdot \nabla \hat{y}=-(|\mathbf{X} \| \mathbf{Y}| / J)\left(\mathbf{K} \mathbf{n}_{x}\right) \cdot \mathbf{n}_{y} \tag{4.5}
\end{align*}
$$



Figure 6. Uniform grid of parallograms.
This is best understood in a simple case, where $a, b, c$ are constants. In Fig. 6 we show a grid of parallelograms that meets this criterion, since $J, \mathbf{X}$, $\mathbf{Y}$ are constants, and assume also that $\mathbf{K}=k$ is a scalar constant. Referring to Fig. 6, solution of the 12 equations leads to [1]

$$
\begin{equation*}
f_{D}=\left(a-\frac{c^{2}}{2 b}\right)\left(p_{2}-p_{1}\right)+\frac{c}{4}\left(1+\frac{c}{b}\right)\left(p_{3}-p_{5}\right)+\frac{c}{4}\left(1-\frac{c}{b}\right)\left(p_{4}-p_{6}\right) \tag{4.6}
\end{equation*}
$$

(For no distortion, $c=0$, and (4.6) reduces to $f_{D}=a\left(p_{2}-p_{1}\right)$, as expected for finite differences.) If $\theta$ is the angle of distortion $\theta=0$ for rectangles,
$\mathbf{X} \cdot \mathbf{Y}=|\mathbf{X}||\mathbf{Y}| \sin \theta)$, then $J=|\mathbf{X}||\mathbf{Y}| \cos \theta, \mathbf{n}_{x} \cdot \mathbf{n}_{y}=-\sin \theta$, and

$$
\begin{equation*}
a=\frac{-J k}{\mathbf{X} \cdot \mathbf{X} \cos ^{2} \theta}, \quad b=\frac{-J k}{\mathbf{Y} \cdot \mathbf{Y} \cos ^{2} \theta}, \quad c=k \tan \theta=k \frac{\mathbf{X} \cdot \mathbf{Y}}{J} \tag{4.7}
\end{equation*}
$$

whence

$$
\begin{equation*}
a-\frac{c^{2}}{2 b}=-\frac{J k}{\mathbf{X} \cdot \mathbf{X}}, \quad \frac{c}{4}=\frac{1}{4} k \frac{\mathbf{X} \cdot \mathbf{Y}}{J} . \tag{4.8}
\end{equation*}
$$

Next, we evaluate the coefficients in the $\mathbf{K}^{-1}$ methods. For the configuration in Fig. 6, we write the analogue of (3.17),

$$
\begin{equation*}
a_{A} f_{A}+a_{B} f_{B}+a_{C} f_{C}+a_{D} f_{D}+a_{E} f_{E}+a_{F} f_{F}+a_{G} f_{G}+p_{2}-p_{1}=0 \tag{4.9}
\end{equation*}
$$

where, by (3.18)-(3.24),

$$
\begin{gather*}
a_{D}=\frac{6}{8} \frac{k^{-1} \mathbf{X} \cdot \mathbf{X}}{J}, \quad a_{A}=a_{G}=\frac{1}{8} \frac{k^{-1} \mathbf{X} \cdot \mathbf{X}}{J} \\
a_{B}=a_{C}=a_{E}=a_{F}=\frac{1}{4} \frac{k^{-1} \mathbf{Y} \cdot \mathbf{X}}{J} \tag{4.10}
\end{gather*}
$$

For MFE, the coefficients $6 / 8,1 / 8$ in (4.10) become $4 / 6,1 / 6$; for lumping (SO), they are 1,0 ; for all of the $\mathbf{K}^{-1}$ methods, the $1 / 4$ holds. As noted above, before inverting $\mathbf{K}^{-1}$, it is best to lump; doing so, and using (4.8),

$$
\begin{align*}
p_{2}-p_{1} & =-\frac{k^{-1} \mathbf{X} \cdot \mathbf{X}}{J}\left(f_{D}+\epsilon\left(f_{B}+f_{C}+f_{E}+f_{F}\right)\right) \\
& =\left(a-\frac{c^{2}}{2 b}\right)^{-1}((\mathbf{I}+\epsilon \mathbf{N}) f)_{D} \tag{4.11}
\end{align*}
$$

where

$$
\begin{equation*}
\epsilon=\frac{1}{4} \frac{\mathbf{X} \cdot \mathbf{Y}}{\mathbf{X} \cdot \mathbf{X}} \tag{4.12}
\end{equation*}
$$

and $\mathbf{N}$ is a matrix with 1's on 4 off-diagonals. Now, because

$$
\begin{equation*}
(\mathbf{I}+\epsilon \mathbf{N})^{-1}=\mathbf{I}-\epsilon \mathbf{N}+O\left(\epsilon^{2}\right) \tag{4.13}
\end{equation*}
$$

we can perform an incomplete inversion and write

$$
\begin{equation*}
f_{D}=\left(a-\frac{c^{2}}{2 b}\right)\left(p_{2}-p_{1}-\epsilon\left[\left(p_{4}-p_{1}\right)+\left(p_{3}-p_{2}\right)+\left(p_{1}-p_{5}\right)+\left(p_{2}-p_{6}\right)\right]\right) \tag{4.14}
\end{equation*}
$$

The leading terms of (4.6) and (4.14) match. The terms of first order in $c$ would match if

$$
\begin{equation*}
c=-4 \epsilon\left(a-\frac{c^{2}}{2 b}\right) . \tag{4.15}
\end{equation*}
$$

A calculation from (4.8) and (4.12) shows that actually

$$
\begin{equation*}
c=-4 \epsilon\left(a-\frac{c^{2}}{2 b}\right)\left(\frac{\mathbf{X} \cdot \mathbf{X}}{J}\right)^{2} \tag{4.16}
\end{equation*}
$$

Thus, it could be of interest to study how these methods relate on significantly distorted grids with large aspect ratios.

Arbogast et al. [3, 4] and Thomas and Trujillo [13] have developed other distorted-grid $\mathbf{K}$ methods derived from MFE formulations. The complexities are such that we can only give sketchy qualitative descriptions here. The expanded mixed (EM) method circumvents the difficulty of inverting $\mathbf{K}^{-1}$ by introducing an additional auxiliary variable, $\tilde{\mathbf{v}}=-\nabla p$, and then incorporating the relation $\mathbf{v}=\mathbf{K} \tilde{\mathbf{v}}$ into the weak form. The usual MFE for $\operatorname{div}(\mathbf{K} \mathrm{grad})$, if reduced to a single equation for the pressure, leads to a discrete matrix $\mathbf{N}^{T} \mathbf{M}^{-1} \mathbf{N}$, where the three factors essentially discretize div, K, and grad, respectively; $\mathbf{M}$ is sparse, but $\mathbf{M}^{-1}$ is full. The EM puts $\mathbf{K}$ on the right-hand side of the system, where its connectivity is sparse, in place of $\mathbf{K}^{-1}$ on the left. Low-order integration (midpoint and trapezoidal rules) leads to lumping and a compact stencil (9-point in 2-D, 19-point in 3-D) for use in finite difference codes. It seems likely that this scheme is related to lumped incompletely inverted $\mathbf{K}^{-1}$ methods, because such methods can obtain the same stencils in 2-D and 3-D, but this is speculative at this point. The method also uses Lagrange multipliers, representing edge pressures, where the grid is not smooth; another speculation is that these are related to the CVMFE edge pressure values that were eliminated in (3.16). The aim of Thomas and Trujillo is a MFV formulation that admits both a discrete pressure and a discrete velocity that have the regularity of their physical counterparts, i.e., $p \in H^{1}(\Omega)$ and $\mathbf{v} \in H(\operatorname{div}, \Omega)$. In the usual MFE approaches, $\mathbf{v}$ satisfies this criterion, but $p$ does not. The discrete MFV pressure is continuous piecewise bilinear on a primal grid, with test functions that are constant on dual cells centered around the vertices of the primal cells. The trial and test functions for $\mathbf{v}$ are similar to those for the CVMFE method, but on a finer mesh. This appears to be substantially different from all of the other methods discussed here.

## 5 Summary

The challenge of constructing accurate discretization methods for heterogeneous, anisotropic problems on distorted grids has given rise to a wide variety
of approaches. The ones considered here (MFE, CVMFE, SO, MPFA, EM, MFV) share the property of conserving mass locally on discrete cells. Thus, in some sense they are all finite-volume methods. Broadly, they can be categorized as $\mathbf{K}$ or $\mathbf{K}^{-1}$ methods, depending on which way they formulate the conductivity coefficient. Typically a $\mathbf{K}$ method relates a flux to a combination of pressure differences, while a $\mathbf{K}^{-1}$ method relates a pressure difference to a combination of fluxes. Cell-centered finite difference and mixed finite element methods are standard representatives of these respective groups. Quadrature, mass lumping, and incomplete inversion of the mass matrix appear to be the concepts that can illuminate the interconnections between various schemes. Further study of these issues, particularly in 3-D, should be of significant benefit for practical modeling of flow in porous media.
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# Parallel Methods for Solving Time-Dependent Problems Using the Fourier-Laplace Transformation 

Dongwoo Sheen


#### Abstract

In this paper we summarize recent progresses on the parallel method for solving time-dependent problems using the Fourier-Laplace transformation. These problems arise in the study of elastic wave equations with absorbing boundary conditions, for example. Instead of solving the time-dependent problems in the space-time domain, we solve them as follows. First, take the Fourier-Laplace transformation of given problems originally set in the space-time domain, and consider the corresponding problems in the space-frequency domain which form a set of indefinite, complex-valued elliptic problems. Such problems are solved in a natural parallel manner since each problem is independent of others. The Fourier-Laplace inversion formula will then recover the solution in the space-time domain.


KEYWORDS: parallel method, Fourier-Laplace transform, parabolic and hyperbolic problems

## 1 Introduction

A direction of solving in parallel a certain class of time-dependent problems will be discussed in this paper. Time-dependent problems are usually solved by using efficient time-marching algorithms, such as backward Euler, CrankNicolson, or any higher order methods. However, the nature of time marching essentially blocks the usual attempt to parallelize such algorithms along the time axis, since they require the knowledge of the solutions at previous time steps in order to advance to the next time step. The spirit of time marching is in the sequential computing rather than in the parallel computing. Therefore, when time-marching algorithms are to apply for time-dependent problems, parallelization is naturally sought in solving space problems for
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each time step using the solutions solved at previous time steps. In this direction, domain decomposition methods have been used in the past decade by decomposing the space domain into several subdomains and solving resulting elliptic problems restricted to subdomains for each time step. For such a direction, we refer [1, 2, 7, 8, 9, 10, 17] and so on, as well as recent publications in major numerical analysis journals. However, these methods require heavy communication cost among processors in order to pass informations between neighboring subdomains.

In 1993 and the subsequent year Douglas et al. [4] 3, 19 analyzed and solved acoustic and elastic wave equations in the space-frequency domain after taking in time the Fourier transforms of the original space-time problems, and then the solutions in the time-space domain are obtained by the inversion formula. Since the frequency has no hierarchy, Fourier-transformed elliptic problems can be solved in parallel in arbitrary order without any data communication. This provides a basis for natural parallelism. After these works, with the aid of several coworkers the author has been developing the theory and extending its applications to viscoelasticity, parabolic problems, and linearized Navier-Stokes equations. See [5, 11, 16, 20, 15 , 14 [12] 20]. This paper essentially surveys in brief such approaches for solving time-dependent linear initial-boundary value problems via Fourier-Laplace transformation. However, we give a general setting for the description of problems and a unified approach to solve them.

## 2 The Algorithm

### 2.1 The Model Problem

Let $\Omega$ be a Lipschitz domain in $\mathcal{R}^{d}, d=2,3$ and $\partial \Omega$ its boundary. Set $J=(0, \infty)$. Consider the following problem: given $f=f(x, t), g=g(x, t)$ $u_{0}=u_{0}(x)$, and $u_{1}=u_{1}(x)$, find $u=u(x, t)$ such that

$$
\begin{align*}
& a \frac{\partial^{2} u}{\partial t^{2}}+b \frac{\partial u}{\partial t}+\mathcal{A} u=f(x, t), \quad(x, t) \in \Omega \times J \\
& a c \frac{\partial u}{\partial t}+\mathcal{B} u=g(x, t), \quad(x, t) \in \partial \Omega \times J  \tag{2.1}\\
& u(x, 0)=u_{0}(x), \quad a\left(\frac{\partial u}{\partial t}(x, 0)-u_{1}(x)\right)=0, \quad x \in \Omega .
\end{align*}
$$

Here, and in what follows, we assume that all the coefficients $a, b$, and $c$ depend only on the space variable and are nonnegative, $\mathcal{A}$ is a time-independent,
symmetric, elliptic operator, and $\mathcal{B}$ is another time-independent, symmetric operator. Prototypes for $\mathcal{A}$ and $\mathcal{B}$ are the $-\Delta$ and $\frac{\partial}{\partial \nu}$, where $\nu$ denotes the unit outward normal to $\partial \Omega$. Also it will be assumed that $f(x, t)=g(x, t)=$ $0, t<0$. (2.1) covers parabolic and hyperbolic initial-boundary value problems in the cases of $a=0$ and $a>0$, respectively. If $a=1, b=0, c=$ $1, \mathcal{A}=-\Delta$, and $\mathcal{B}=\frac{\partial}{\partial \nu}$, problem (2.1) describes the wave equation with the first-order absorbing boundary condition.

In the sequel, problem (2.1) is assumed to be well-posed and numerical methods for solving it will be our main interests.

### 2.2 The Transformed Problem

Recall first that the Fourier-Laplace transform in time $\widehat{v}(\cdot, \zeta), \zeta=\sigma+i \omega=$ $\sigma(\omega)+i \omega$, of a real-valued function $v(\cdot, t)$ vanishing for $t<0$ is defined by

$$
\begin{equation*}
\widehat{v}(\cdot, \zeta)=\int_{0}^{\infty} e^{-\zeta t} v(\cdot, t) d t \tag{2.2}
\end{equation*}
$$

and if $v$ is square integrable in $t$, that is $\int_{0}^{\infty}|v(\cdot, t)|^{2} d t<\infty$, the inversion formula

$$
\frac{1}{2 \pi i} \int_{\Gamma} e^{\zeta t} \widehat{v}(\cdot, \zeta) d \zeta= \begin{cases}v(\cdot, t), & t \geq 0  \tag{2.3}\\ 0, & t<0\end{cases}
$$

holds, where $\Gamma$ is a contour in the complex half-plane $\mathcal{C}$ with $\operatorname{Re}(\zeta) \geq 0$, and the integration is evaluated as $\operatorname{Re} \zeta$ on the contour is increasing. If the integral in (2.2) converges for $\zeta_{0}=\sigma_{0}+i \omega_{0}$, it converges absolutely and uniformly for all $\zeta$ with $\operatorname{Re}(\zeta)>\operatorname{Re}\left(\zeta_{0}\right)$. The contour $\Gamma$ will retain as a straght line (i.e., $\sigma(\omega)$ is a constant function) if equation (2.1) is hyperbolic, and it can be deformed into the left half plane so that the spectrum of $-\mathcal{A}$ lies to the left side of the contour since the semigroup related with the parabolic problem will be analytic [20]. Let us restrict the contour $\Gamma$ to be symmetric with respect to the real axis, and denote by $\Gamma_{+}$the upper half part of $\Gamma$ lying above the real axis. Then, using $\overline{\widehat{v}(\cdot, \zeta)}=\widehat{v}(\cdot, \bar{\zeta})$, the inversion formula (2.3) takes the simpler form:

$$
\frac{1}{\pi} \operatorname{Im} \int_{\Gamma_{+}} \mathrm{e}^{\zeta \mathrm{t}} \widehat{\mathrm{v}}(\cdot, \zeta) \mathrm{d} \zeta= \begin{cases}v(\cdot, t), & t \geq 0  \tag{2.4}\\ 0, & t<0\end{cases}
$$

Assume that $u(x, \cdot), u_{t}(x, \cdot)$, and $a u_{t t}(x, \cdot)$ are square integrable in the second variable. Then, utilizing

$$
\widehat{u_{t}}(\cdot, \zeta)=\zeta \widehat{u}(\cdot, \zeta)-u(\cdot, 0), \quad \widehat{u_{t t}}(\cdot, \zeta)=\zeta^{2} \widehat{u}(\cdot, \zeta)+\zeta u(\cdot, 0)-u_{t}(\cdot, 0),
$$

problem (2.1) can be transformed into the following set of complex-valued elliptic problems for $\zeta$ on $\Gamma_{+}$: find $\widehat{u}=\widehat{u}(\cdot, \zeta)$ such that

$$
\begin{align*}
& \left(a \zeta^{2}+b \zeta+\mathcal{A}\right) \widehat{u}(\cdot, \zeta)=\widehat{f}(\cdot, \zeta)-a\left(\zeta u_{0}(\cdot)-u_{1}(\cdot)\right)+b u_{0}(\cdot) \text { in } \Omega  \tag{2.5}\\
& (a c \zeta+\mathcal{B}) \widehat{u}(\cdot, \zeta)=\widehat{g}(\cdot, \zeta)-a c u_{0}(\cdot) \text { on } \partial \Omega
\end{align*}
$$

Some remarks should be made on problem (2.5).
Remark 2.1. In the hyperbolic case, that is $a>0$, the above problem is of Helmholtz type. Thus if, in addition, $a c \mathcal{B}=0$ and $b=0$, it turns out to be an eigenvalue problem and existence is not guaranteed for arbitrary $\zeta=i \omega$ on the imaginary axis; otherwise, existence and uniquenss follow immediately. However, if $a c \mathcal{B} \neq 0$ for all $x$, solvability follows from the unique continuation principle and the Fredholm alternative. See [4, 3] for the acoustic wave problem and [18, 19] for the elastic wave case with absorbing boundary conditions.

In the parabolic case, solvability is gauranteed with a Dirichlet, Neumann, or Robin boundary condition [16, 15, 20]

Remark 2.2. The Fourier transformation (i.e, $\zeta=i \omega$ ) has been considered in [4] (3) 19, 11, [13, 16, 15, 14, 12], while Fourier-Laplace transformation has been applied in [20].

### 2.3 The Fully-Discretization

For $\zeta \in \Gamma$, the solution to problem (2.5) can be approximated by any of the finite element, finite difference, or finite volume method, which is denoted by $\widehat{u}_{h}(\cdot, \zeta)$ so that it is a solution to the discrete problem:

$$
\begin{align*}
& \left(a \zeta^{2}+b \zeta+\mathcal{A}_{h}\right) \widehat{u}(\cdot, \zeta)=\widehat{f}(\cdot, \zeta)-a\left(\zeta u_{0}(\cdot)-u_{1}(\cdot)\right)+b u_{0}(\cdot) \text { in } \Omega  \tag{2.6}\\
& \left(a c \zeta+\mathcal{B}_{h}\right) \widehat{u}(\cdot, \zeta)=\widehat{g}(\cdot, \zeta)-a c u_{0}(\cdot) \text { on } \partial \Omega
\end{align*}
$$

with $\mathcal{A}_{h}$ and $\mathcal{B}_{h}$ being suitable discrete approximations to $\mathcal{A}$ and $\mathcal{B}$, respectively.

Then the semidiscrete approximation $u_{h}(\cdot, t)$ to the solution of (2.1) can be obtained by using the inversion formula (2.4). We trun to the numerical evaluation of the indefinite integral (2.4). For this, it may be useful to transform $\Gamma_{+}$into a finite contour by a smooth monotone function $\psi:(0, \infty) \rightarrow[0,1]$ such that $\overline{\psi(0, \infty)}=[0,1]$. In [20] $\psi(\omega)=e^{-\omega \tau / q}$ is used with parameters $\tau$ and $q$, which will be explained later. Also in [21], $\psi(\omega)=\tanh (\tau \omega)$ is used. To evaluate the resulting integral on the transformed compact contour, we then apply standard composite quadrature rules of order $q$ based on an $N$
uniform subdivision of the compact contour. Let $y_{j}, w_{j}, j=0, \cdots, N$ be suitable quadrature points and weights on $[0,1]$ of order $q$ accuracy. Then, for the fully-discrete approximation $u_{h, N}$ to the solution $u(\cdot, t)$ of $(2.1)$, we have

$$
\begin{gathered}
u_{h, N}(\cdot, t)=\frac{1}{\pi} \operatorname{Im} \sum_{j=0}^{N} e^{\left\{\sigma\left(\psi^{-1}\left(y_{j}\right)\right)+i \psi^{-1}\left(y_{j}\right)\right\} t} \widehat{u}_{h}\left(\cdot, \sigma\left(\psi^{-1}\left(y_{j}\right)\right)+i \psi^{-1}\left(y_{j}\right)\right) \\
\left\{\sigma^{\prime}\left(\psi^{-1}\left(y_{j}\right)\right)+i\right\} \frac{d \psi^{-1}}{d y}\left(y_{j}\right) w_{j},
\end{gathered}
$$

since

$$
\begin{aligned}
& u_{h}(\cdot, t)= \frac{1}{2 \pi i} \int_{\Gamma} e^{\zeta t} \widehat{u}_{h}(\cdot, \zeta) d \zeta \\
&= \frac{1}{\pi} \operatorname{Im} \int_{\Gamma^{+}} e^{\zeta t} \widehat{u}_{h}(\cdot, z) d \zeta \\
&= \frac{1}{\pi} \operatorname{Im} \int_{0}^{\infty} e^{\{\sigma(\omega)+i \omega\} t} \widehat{u}_{h}(\cdot, \sigma(\omega)+i \omega)\left\{\sigma^{\prime}(\omega)+i\right\} d \omega \\
&= \frac{1}{\pi} \operatorname{Im} \int_{0}^{1} e^{\left\{\sigma\left(\psi^{-1}(y)\right)+i \psi^{-1}(y)\right\} t} \widehat{u}_{h}\left(\cdot, \sigma\left(\psi^{-1}(y)\right)+i \psi^{-1}(y)\right) \\
& \quad\left\{\sigma^{\prime}\left(\psi^{-1}(y)\right)+i\right\} \frac{d \psi^{-1}}{d y}(y) d y
\end{aligned}
$$

Remark 2.3. Observe that $\widehat{u}_{h}\left(\cdot, \sigma\left(\psi^{-1}\left(y_{j}\right)\right)+i \psi^{-1}\left(y_{j}\right)\right)$ is independent of $t$. This is a crucial fact to our parallel method to be effective as for each $j$, $\widehat{u}_{h}\left(\cdot, \sigma\left(\psi^{-1}\left(y_{j}\right)\right)+i \psi^{-1}\left(y_{j}\right)\right)$ can be computed as solutions to Problem (2.6) simultaneously.

Remark 2.4. For efficient calculation of the approximation solution with the transformation $\psi(\omega)=e^{-\omega \tau / q}$ it is recommended to choose the parameter $\tau$ such that $t \in(\tau, q \tau]$ where $t$ is the time for the solution to be calculated.

### 2.4 The Algorithm

We summarize the algorithm in the following form.
Let $q$ be the accuracy of the quadrature rule on $[0,1]$, and choose appropriate contour $\Gamma_{+}$and the transformation function $\psi$.

## Algorithm

Step 1. Take the Fourier-Laplace transformation of the given problem (2.1), and obtain the transformed problem (2.5).

Step 2. Apply any spatial discreteization to (2.5) and solve the resulting problem (2.6) in parallel.

Step 3. By the inversion formula (2.4), obtain the solution $u_{h, N}$.

## 3 Applications

### 3.1 Parabolic Problems: Initial Value Problems

We will abstract some results from [20] which will appear somewhere else.
Consider the initial value problem:

$$
\begin{equation*}
u_{t}-\Delta u=0, \text { for } t>0, \text { with } u(0)=u_{0} \tag{3.1}
\end{equation*}
$$

Then solve the transformed complex-valued elliptic problems:

$$
\zeta \widehat{u}-\Delta \widehat{u}=u_{0}, \quad \text { for } \operatorname{Re} \zeta \geq-\gamma
$$

for all $\zeta$ on a contour $\Gamma=\Gamma_{\gamma}=\{\zeta=-\gamma-\omega \pm i \omega ; \omega \geq 0\}$ with $\operatorname{Im} \zeta$ increasing from $-\infty$ to $\infty$.

The solution $u(t)$ of (3.1) is then obtained by the inversion formula after the application of the transformation $\psi(\omega)=e^{-\omega \tau / q}$.

The following error analysis has been obtained in 20 .
Theorem 3.1 Let $u_{N}(t)$ denote the semidiscrete approximation to the solution $u(t)$ of the homogeneous inital value problem obtained using the above method. then there exists $C=C\left(\lambda_{0}-\gamma\right)>0$, such that

$$
\left\|u_{N}(t)-u(t)\right\| \leq C\left\|u_{0}\right\| e^{-\gamma t}\left\{\begin{array}{l}
\frac{1}{N^{q}}\left(\frac{1+t^{q}}{\tau^{q}(1+t-\tau)}+\frac{t^{q}}{\tau^{q}} \log _{+} \frac{1}{t-\tau}\right), t>\tau \\
\frac{1}{N^{q}}\left(\log \log N+\frac{1}{\tau^{q}}+\log _{+} \frac{1}{\tau}\right), N \geq 3, t=\tau \\
\frac{1}{N^{q t / \tau}}\left(\frac{1+\tau^{q}}{\tau^{q}}+\log _{+} \frac{1}{\tau-t}+\log _{+} \frac{1}{t}\right)
\end{array}\right.
$$

where $0<t<\tau$ in the last one.
The fully-discretized error $\left\|u_{h, N}-u_{N}\right\|$ is then the usual finite element, or finite difference error plus the error in the above theorem.

### 3.2 Parabolic Problems: Inhomogeneous Problems

We consider the initial value problem:

$$
u_{t}-\Delta u=f, \text { for } t>0, \text { with } u(0)=0
$$

Then solve the transformed complex-valued elliptic problems:

$$
\zeta \widehat{u}-\Delta \widehat{u}=\widehat{f}
$$

for all $\zeta$ on a contour $\Gamma=\Gamma_{\gamma}=\{\zeta=i \omega ; \omega \geq 0\}$, which is the ususal Fourier transformation taken.

Again the solution $u(t)$ is obtained by the Fourier inversion formula.

$$
u(t)=\frac{1}{2 \pi i} \int_{\Gamma} e^{\zeta t} R(\zeta ;-A) \widehat{f} d \zeta=\frac{1}{\pi} \operatorname{Im} \int_{\Gamma^{+}} e^{\zeta t} \widehat{u}(\zeta) d \zeta \quad \text { for } t>0
$$

For more details of analysis concerning this approach, we refer to [16, 14, for instance.

### 3.3 Hyperbolic Problems with Absorbing Boundary Conditions

We consider the initial value problem:

$$
\begin{array}{ll}
u_{t t}-\Delta u=f, & \Omega \times(0, \infty) \\
u_{t}+\frac{\partial u}{\partial \nu}=0, & \partial \Omega \times(0, \infty) \\
u(0)=u_{t}(0)=0, & \Omega
\end{array}
$$

Take the Fourier transform $(\zeta=i \omega)$ to the above equation to get

$$
\begin{array}{ll}
-\omega^{2} \widehat{u}+\Delta \widehat{u}=\widehat{f}, & \Omega \\
i \omega \widehat{u}+\frac{\partial u}{\partial \nu}=0, & \partial \Omega
\end{array}
$$

for all $\omega$.
Again the solution $u(t)$ is obtained by the Fourier inversion formula

$$
u(t)=\frac{1}{\pi} \operatorname{Im} \int_{\Gamma^{+}} e^{\zeta t} \widehat{u}(\zeta) d \zeta \quad \text { for } t>0
$$

For this approach, see [4, 3].

### 3.4 Other Applications

For the elastic wave equations with absorbing boundary conditions, the above approach with Fourier transformation has been applied [19. The method of applying Fourier transformation has been used to treat viscoelastic problems in [11, 12], and linearized Navier-Stokes equations in [15]. Also, an application to solve certain class of semilinear parabolic problems is now in progress by Ganesh and the author [6].
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# Cascadic Multigrid Methods for Parabolic Pressure Problems 

Zhong-Ci Shi Xuejun Xu


#### Abstract

In this paper we develop the cascadic multigrid method for parabolic problems, which arise as the pressure equations for the flow of compressible fluids in porous media. The optimal convergence accuracy and computation complexity are obtained.


KEYWORDS: cascadic multigrid, finite element, parabolic problem

## 1 Introduction

Bornemann and Deuflhard [2] (3] have presented a new type of multigrid method, the so-called cascadic multigrid. Compared with usual multigrid methods, it requires no coarse grid corrections at all that may be viewed as a "one way" multigrid. Another distinctive feature is that it performs more iterations on coarser levels so as to obtain less iterations on finer levels. Numerical experiments show that this method is very effective for second order elliptic problems.

In this paper we consider the cascadic multigrid for parabolic problems, which arise as the pressure equations for the flow of compressible fluids in porous media. Here we must treat the effect of discrete time steps. As pointed out in [1], for a small time step $\tau \leq O\left(h^{2}\right)$, where $h$ is the space mesh size, some standard iterative methods, like the Richardson iteration, can guarantee a good convergence for the discrete system. But for a relative large time step $\tau$, 1] recommended multigrid methods; see [4] for details. Now, we consider to use the cascadic multigrid. Similar to second order elliptic problems, it is proved that the cascadic multigrid with the conjugate gradient (CG) iteration as a smoother is accurate with the optimal complexity in 2D and 3 D and nearly optimal in 1D. As for other traditional iterative methods, like the Richardson iteration, the cascadic multigrid still yields the optimal
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accuracy and complexity in 2D and 3D and in a certain case of 1D. Notice that for the second order elliptic problem, the cascadic multigrid with these iterative methods gives the optimal accuracy and computation complexity only in 3D and nearly optimal in 2D. They cannot be used for 1D.

## 2 Model Problem and Its Finite Element

Consider the parabolic problem: Find $u(x, t)$ such that

$$
\begin{array}{lll}
\frac{\partial u}{\partial t}+\mathcal{L} u=f & \text { in } & \Omega \times[0, T]  \tag{2.1}\\
u(x, t)=0 & \text { in } & \partial \Omega \times[0, T] \\
u(x, 0)=u_{0}(x), & &
\end{array}
$$

where $\Omega \subset R^{d}(d=1,2,3)$ is a bounded domain, $f \in L^{2}(\Omega)$, and $\mathcal{L}$ is an elliptic operator

$$
\mathcal{L} u=-\sum_{i, j=1}^{d} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial u}{\partial x_{j}}\right) .
$$

Here $a_{i j}(x)$ satisfies

$$
c \xi^{t} \xi \leq \sum_{i, j=1}^{d} a_{i j} \xi_{i} \xi_{j} \leq C \xi^{t} \xi \quad \forall x \in \Omega, \xi \in R^{d}
$$

where $c$ and $C$ are positive constants. The variational form of (2.1) is to find $u \in H_{0}^{1}(\Omega), u(x, 0)=u_{0}(x)$ such that

$$
\left(\frac{\partial u}{\partial t}, v\right)+B(u, v)=(f, v) \quad \forall v \in H_{0}^{1}(\Omega), \quad t \in[0, T]
$$

where

$$
\begin{aligned}
& B(u, v)=\int_{\Omega} \sum_{i, j=1}^{d} a_{i j} \frac{\partial u}{\partial x_{j}} \frac{\partial v}{\partial x_{i}} d x \quad \forall u, v \in H^{1}(\Omega) \\
& (f, v)=\int_{\Omega} f v d x
\end{aligned}
$$

We use the backward Euler scheme and Crank-Nicolson scheme for the time discretization [8]. Both schemes are absolutely stable [6]. Let $\triangle t_{n}$ be the $n$th time step and $M$ the number of steps. Then $\sum_{n=1}^{M} \Delta t_{n}=T$. Consider the problem: For a given function $g_{n-1} \in H^{-1}(\Omega)$, find $w \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
A_{\tau}(w, v)=\tau^{-1}(w, v)+B(w, v)=\left(g_{n-1}, v\right) \quad \forall v \in H_{0}^{1}(\Omega) \tag{2.2}
\end{equation*}
$$

where $\tau$ is the time step parameter. For the backward Euler scheme, we have

$$
w=u^{n}-u^{n-1}, \quad \tau=\Delta t_{n}, \quad\left(g_{n-1}, v\right)=(f, v)-B\left(u^{n-1}, v\right)
$$

and for the Crank-Nicolson scheme,

$$
w=u^{n}-u^{n-1}, \quad \tau=\Delta t_{n} / 2, \quad\left(g_{n-1}, v\right)=2\left((f, v)-B\left(u^{n-1}, v\right)\right)
$$

Now we define the $\tau$-norm by

$$
\|v\|_{\tau}^{2}=\tau^{-1}(v, v)+B(v, v) \quad \forall v \in H_{0}^{1}(\Omega)
$$

Let $\Gamma_{l}(l \geq 0)$ be a quasiuniform triangular partition of $\Omega$ with the mesh size $h_{l}=h_{0} 2^{-l}$. $\Gamma_{l}$ is obtained by linking the midpoints of three edges of triangles on $\Gamma_{l-1}$. We assume that $\bar{\Omega}=\cup_{K \in \Gamma_{l}} \bar{K}$. Let $V_{l}$ denote the $P_{1^{-}}$ conforming finite element space on $\Gamma_{l}$. Then we obtain the discrete form of (2.2): Find $u_{l} \in V_{l}$ such that

$$
\begin{equation*}
A_{\tau}\left(u_{l}, v_{l}\right)=\left(g, v_{l}\right) \quad \forall v_{l} \in V_{l} . \tag{2.3}
\end{equation*}
$$

Define the operator $A_{l, \tau}: V_{l} \rightarrow V_{l}$ by

$$
\left(A_{l, \tau} u_{l}, v_{l}\right)=A_{\tau}\left(u_{l}, v_{l}\right) \quad \forall u_{l}, v_{l} \in V_{l} .
$$

Then (2.3) can be expressed by

$$
\begin{equation*}
A_{l, \tau} u_{l}=g_{l} \tag{2.4}
\end{equation*}
$$

where $g_{l} \in V_{l},\left(g_{l}, v\right)=(g, v) \quad v \in V_{l}$.

## 3 Cascadic Multigrid Method

We use the cascadic multigrid to solve (2.4) at each time step. Define the cascadic algorithm for (2.4) as follows: (1) set $u_{0}^{0}=u_{0}^{*}=u_{0}$ and let $u_{l}^{0}=u_{l-1}^{*}$; (2) for $l=1, \ldots, L$, set $u_{l}^{m_{l}}=C_{l, \tau}^{m_{l}} u_{l}^{0}$; (3) set $u_{l}^{*}=u_{l}^{m_{l}}$, where $C_{l, \tau}$ denotes the Richardson iteration procedure, i.e.,

$$
u_{l}-C_{l, \tau}^{m_{l}} u_{l}^{0}=T_{l, \tau}^{m_{l}}\left(u_{l}-u_{l}^{0}\right)=\left(I-R_{l, \tau} A_{l, \tau}\right)\left(u_{l}-u_{l}^{0}\right)
$$

Here $R_{l, \tau}=\left(\lambda_{l}+\tau^{-1}\right)^{-1} I$ and $\lambda_{l}=O\left(h_{l}^{-2}\right)$.
Following [2], we call a cascadic multigrid method optimal on the level $L$ if we obtain both the accuracy

$$
\left\|u_{L}-u_{L}^{*}\right\|_{\tau} \approx\left\|u-u_{L}\right\|_{\tau}
$$

which means that the iterative error is comparable to the approximation error, and the multigrid complexity

$$
\text { amount of work }=O\left(n_{L}\right)
$$

where $n_{L}=\operatorname{dim} V_{L}$. Note that $h_{l}=h_{L} 2^{L-l}$.
Consider sequences $m_{1}, m_{2}, \ldots, m_{L}$ of the kind

$$
\begin{equation*}
m_{l}=\left[\beta^{L-l} m_{L}\right], \tag{3.1}
\end{equation*}
$$

for some fixed $\beta>0$, where [•] means the choosing integral function. If $\tau$ satisfies that $\tau \leq \lambda_{L}^{-1}$, based on the observation in [1], we know that some usual iterative methods, like the Richadson iteration, can already guarantee good convergence. Therefore, we only consider the case where $\tau \geq \lambda_{L}^{-1}$. In such case, for any fixed $\tau$, we can find a positive constant $0<\gamma_{0}<1$ which satisfies

$$
\begin{equation*}
\tau \leq \lambda_{L}^{-1} / \gamma_{0} \tag{3.2}
\end{equation*}
$$

where $\gamma_{0}$ is dependent of $\tau$.
Theorem 3.1. The accuracy of the cascadic multigrid with the Richardson iteration for the parabolic problem is

$$
\left\|u_{L}-u_{L}^{*}\right\|_{\tau} \leq C \frac{h_{L}}{m_{L}^{\frac{1}{2}}} \frac{1}{1-\frac{2}{\beta^{\frac{1}{2}}\left(1+\gamma_{0}\right)}}\|g\|_{0} \quad \text { for } \quad \beta>\left(\frac{2}{1+\gamma_{0}}\right)^{2},
$$

where $\beta$ and $m_{L}$ are defined in (3.1) and $\tau$ is in (3.2).
According to Lemma 1.4 in [2], we have
Lemma 3.1. The computational cost of the cascadic multigrid is proportional to

$$
\sum_{l=1}^{L} m_{l} n_{l} \leq C \frac{1}{1-\frac{\beta}{2^{d}}} m_{L} n_{L} \quad \text { for } \quad \beta<2^{d} .
$$

Theorem 3.1 indicates that a large $\beta$ can yield an optimal accuracy. Meanwhile, Lemma 3.1 shows that the optimal complexity of the method can be achieved only for a small $\beta$. Therefore, we have

Theorem 3.2. If $\beta$ in (3.1) satisfies

$$
\left(\frac{2}{1+\gamma_{0}}\right)^{2}<\beta<2^{d}, \quad d=1,2,3,
$$

then both the optimal accuracy and complexity of the cascadic multigrid with the Ricchardson iteration can be obtained.

Remark 3.1. From Theorem 3.2, it is seen that the cascadic multigrid with the Richardson iteration gives the optimal accuracy and complexity for 2D and 3D parabolic problems. But for 1D problem, it requires that the parameter $\beta$ must be chosen to satisfy

$$
\left(2 /\left(1+\gamma_{0}\right)\right)^{2}<\beta<2,
$$

which turns out that the value $\gamma_{0}$ in (3.2) should be greater than $2^{1 / 2}-1$ that prevents choices of a relatively large time step parameter $\tau$, say of order $h$ in the Crank-Nicolson scheme.

Remark 3.2. Compared with the parabolic case, for 3D elliptic problems, the cascadic multigrid with the Richardson iteration gives the optimal accuracy and complexity. But for the problem in 2D, it gives only nearly optimal complexity. It cannot be used for 1D elliptic problems at all [2, 7,

## 4 Conjugate Gradient Method

Assume that $u_{l}^{0}$ is an initial value of the CG method on the level $l$. Let $C_{l, \tau}^{m_{l}} u_{l}^{0}$ be the $m_{l}$ steps of the CG iteration. Then the error of the CG method can be expressed by

$$
\left\|u_{l}-C_{l, \tau}^{m_{l}} u_{l}^{0}\right\|_{\tau}=\min _{p \in P_{m_{l}}, p(0)=1}\left\|p\left(A_{l, \tau}\right)\left(u_{l}-u_{l}^{0}\right)\right\|_{\tau}
$$

where $P_{m_{l}}$ denotes the set of polynomials $p$ with degree $\leq m_{l}[3]$.
Using a same argument of Theorem 2.2 in [2], we have
Lemma 4.1. There exists a linear operator $T_{l, \tau}=\phi_{\lambda_{l}, m_{l}}\left(A_{l, \tau}\right)$, where $\phi_{\lambda, m} \in P_{m}$ and $\phi_{\lambda, m}(0)=1$, such that

$$
\left\|T_{l, \tau}^{m_{l}} v_{l}\right\|_{\tau} \leq \frac{\left(\lambda_{l}+\tau^{-1}\right)^{\frac{1}{2}}}{2 m_{l}+1}\left\|v_{l}\right\|_{0}, \quad\left\|T_{l}^{m_{l}} v_{l}\right\|_{\tau} \leq\left\|v_{l}\right\|_{\tau} \quad \forall v_{l} \in V_{l}
$$

Using Lemma 4.1 and following the same line of Lemma 1.3 as in [2], we have

Lemma 4.2. Assume that the time step parameter $\tau \geq O\left(h_{L}^{2}\right)$. Then the accuracy of the cascadic multigrid with the CG method as smoother is

$$
\left\|u_{L}-u_{L}^{*}\right\|_{\tau} \leq\left\{\begin{array}{l}
C \frac{1}{1-\left(\frac{2}{\beta}\right)} \frac{h_{L}}{m_{L}}\|g\|_{0} \quad \text { for } \quad \beta>2 \\
C L \frac{h_{L}}{m_{L}}\|g\|_{0} \quad \text { for } \quad \beta=2
\end{array}\right.
$$

Remark 4.1. It should be noticed that the assumption on the time step parameter $\tau \geq O\left(h_{L}^{2}\right)$ in Lemma 4.2 is not a real restriction since we can always assume $\tau=O\left(h_{L}^{2}\right)$ for the backward Euler scheme and $\tau=O\left(h_{L}\right)$ for the Crank-Nicolson Scheme. Moreover, as pointed out in [1], for a small time step parameter $\tau \leq O\left(h_{L}^{2}\right)$, some standard iterative methods alone are efficient enough to guarantee a good convergence.

Combining Lemma 4.2 with Lemma 1.4 in [2], we get
Theorem 4.1. (1) For $2 D$ and $3 D$ parabolic problems, the optimal accuracy and complexity can be obtained for the cascadic multigrid with the $C G$ iteration. (2) For 1D parabolic problems, if we choose $\beta=2$ and the number of iterations on the level $L$ is

$$
m_{L}=\left[m_{*} L\right],
$$

then the error of the cascadic multigrid method is

$$
\left\|u_{L}-u_{L}^{*}\right\|_{\tau} \leq C \frac{h_{L}}{m_{*}}\|g\|_{0}
$$

and the complexity of computation is

$$
\sum_{l=1}^{L} m_{l} n_{l} \leq c m_{*} n_{L}\left(1+\log n_{L}\right)^{2}
$$

Remark 4.2. Besides the $P_{1}$ conforming finite element, the above results are also valid for other conforming or nonconforming finite elements of the second order problem (see [7]).

Remark 4.3. In practical computation, the right hand term $g_{l}$ in (2.4) is related to the cascadic multigrid solution of the last time step. According to [8], the backward Euler and Crank-Nicolson scheme are absolutely stable, so the small perturbation of right hand term in (2.4) still assure the efficiency of our algorithm.
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# Estimation in the Presence of Outliers: The Capillary Pressure Case 

Sam Subbey Jan-Erik Nordtvedt


#### Abstract

The inversion of laboratory centrifuge data to obtain capillary pressure functions in petroleum science leads to a Volterra integral equation of the first kind with a right-hand side defined by a set of discrete data. The problem is ill-posed in the sense of Hadamard 4. The discrete data lead to a discretized equation of the form $$
A \vec{c}=\vec{b}+\vec{\epsilon},
$$ where $\vec{b}$ represents the observation vector, $A$ is an ill-conditioned matrix derived from the forward problem, $\vec{c}$ is the coefficients in a representation of the inverse capillary function, i.e., parameters to be determined, and $\vec{\epsilon}$ is the error vector associated with $\vec{b}$. If $\vec{\epsilon} \sim N\left(0, \sigma^{2}\right)$, and satisfies the Gauss-Markov (G-M) conditions, then an estimate, $\vec{c}_{\lambda}$, of $\vec{c}$ is BLUE [9]. In the presence of outliers, the G-M conditions and/or the normality assumption can be violated.

In this paper we parameterize the capillary pressure function using B-splines and address the issue of ill-posedness by reformulating the problem as a constrained optimization task involving the determination of the spline coefficients. By the nature of the experimental procedure, we expect the G-M conditions to be satisfied. A systematic method of outlier elimination and a choice of knots is employed to ensure satisfaction of the normality assumption and thereby derive capillary pressure curves to a high degree of accuracy. A robust method for estimating the solution curve, which accommodates both outliers and influential points, namely the $L_{1}$-norm solution, is also presented. The method is demonstrated on synthetic data.


KEYWORDS: Volterra, outliers, ill-posed, regularization, capillary pressure, estimation

## 1 Introduction

The problem of determining capillary pressure functions from centrifuge data leads to an integral equation of the form

$$
\begin{equation*}
\int_{a}^{x} K(x, t) f(t) d t=g(x), \quad x \in[a, b] \tag{1.1}
\end{equation*}
$$

where the kernel $K$ is known exactly and given by the underlying mathematical model, $g$ is only known with a certain degree of accuracy in a finite set of points $x_{1}, \ldots, x_{M}$, and the sought function $f(t)$ is however continuous. By the nature of the right-hand side, $g(x)$, eq. (1.1) is a discrete inverse problem which is ill-posed in the sense of Hadamard [4. By a parameterization of the sought function, eq. (1.1) reduces to a system of linear equations of the form

$$
\begin{equation*}
A \vec{c}=\vec{b}+\vec{\epsilon} \tag{1.2}
\end{equation*}
$$

where $\vec{b}$ is the observation vector, $A$ arises from discretization of the forward problem, $\vec{\epsilon}$ is the error vector associated with $\vec{b}$, and $\vec{c}$ contains the model parameters. The matrix $A$ is usually ill-conditioned. The ill-conditioning is closely connected to the parameterization of the probelm. As the dimension of the parameters increases, the spectra of $A$ become increasingly dominated by very low singular values. Thus the condition of $A$ increases with the increasing parameter dimension.

The usual assumption is that $\vec{\epsilon}$ satisfies the following conditions:

$$
\begin{equation*}
\mathrm{E}\left(\epsilon_{i}\right)=0, \quad \mathrm{E}\left(\epsilon_{i}^{2}\right)=\sigma^{2}, \quad \mathrm{E}\left(\epsilon_{i}, \epsilon_{j}\right)=0 \quad \text { when } i \neq j \tag{1.3}
\end{equation*}
$$

Eqs. (1.3) above are the Gauss-Markov (G-M) conditions. To be able to choose between the feasible vectors $\vec{c}$, we introduce a merit number to define the goodness of fit associated with a feasible vector $\vec{c}$. Suppose we have $M$ observations; we form the vector $\vec{\delta} \in R^{M}$ by setting

$$
\begin{equation*}
\delta_{i}=b_{i}-a_{r} \vec{c} \quad i=1, \ldots, M \tag{1.4}
\end{equation*}
$$

where $a_{r}$ refers to the $r^{t h}$ row of the matrix $A$ and $\delta_{i}$ defines the residual for data point $i$, i.e., the difference between the measured values $b_{i}$ and the calculated value.

We first make the assumption that the $\epsilon_{i}$ 's are normally distributed. If we maintain this assumption and in addition assume that the G-M conditions hold, then the residuals $\delta_{i}$ 's are independently and normally distributed


Figure 1:
Figure 1: Schematic diagram of the centrifuge system.
with zero mean and a variance of $\sigma^{2}$, i.e., $\delta_{i} \sim N\left(0, \sigma^{2}\right)$, 9. If this is the case, then the least square $\left(L_{2}\right)$ solution of eq. (1.2) is theoretically optimal, i.e., has the least variance. In fact, it is the best linear unbiased estimate (BLUE) 9]. In practice, it is frequently assumed that experimental errors are normally distributed. This and the fact that of all $L_{p}$-norms only the $L_{2^{-}}$ norm approach is linear account in part for the popular use of the $L_{2}$-norm solution approach.

A single point or a small number of points may violate either or both of our basic assumptions of normality and G-M conditions. A solution in $L_{2}$-norm will then not be theoretically optimal. These points which violate one or all of the G-M conditions and/or the normality assumption are termed outliers. In essence, we define an outlier as an observation inconsistent with the assumed model of the random process generating the observations.

In this paper, by the nature of the experimental process, we expect the G-M conditions to be satisfied. We concern ourselves with the case when the normality assumptions are violated. We demonstrate a method for testing small sample data for the normality assumption and show how a systematic outlier detection and elimination can be employed to obtain the satisfaction of the normality condition and thereby a solution in the $L_{2}$-norm. We
demonstrate this on the ill-posed problem of determining capillary pressure functions from centrifuge data. We show how capillary pressure curves can be estimated by reformulation of the problem as a constrained optimization task where the constraints are dictated by the physics of the problem.

In a situation where the outlier accommodation rather than elimination is required, we present a robust method for estimating the capillary pressure functions namely the $L_{1}$-norm solution. Here we treat only drainage capillary pressure curves.

## 2 The Physical Problem

From Fig. 1, the pressure at a radius $r, r_{i} \leq r \leq r_{e}$, is given by

$$
\begin{equation*}
P_{i}(r, \omega)=\rho_{i} \omega^{2}\left(r_{e}^{2}-r^{2}\right) / 2 \tag{2.1}
\end{equation*}
$$

By assumption, the capillary pressure $P_{c}=P_{n w}-P_{w}=0$ at $r=r_{e}$. Hence

$$
\begin{equation*}
P_{c}\left(r_{i}, \omega\right)=\frac{1}{2} \Delta \rho \omega^{2}\left(r_{e}^{2}-r_{i}^{2}\right) \tag{2.2}
\end{equation*}
$$

The average saturation of the porous medium is defined as

$$
\begin{equation*}
\bar{S}=\frac{1}{r_{e}-r_{i}} \int_{r_{i}}^{r_{e}} S(r) d r . \tag{2.3}
\end{equation*}
$$

We substitute eq. (2.2) into eq. (2.3), and by a change of variables arrive at eq. (2.4) that relates the average core saturation, $\bar{S}$, measured at the outlet, the capillary pressure, $P_{c}(\omega)$ and the sought point-saturation along the core, $S$. Thus, based on experimental data we need to invert:

$$
\begin{equation*}
\bar{S}\left(P_{c}\left(r_{i}, \omega\right)\right)=\int_{0}^{P_{c}\left(r_{i}, \omega\right)} K\left(P_{c}\left(r_{i}, \omega\right), P_{c}(\omega)\right) S\left(P_{c}(\omega)\right) d P_{c}(\omega) \tag{2.4}
\end{equation*}
$$

where

$$
K\left(P_{c}\left(r_{i}, \omega\right), P_{c}(\omega)\right)=\frac{1+\frac{r_{i}}{r_{e}}}{2 P_{c}\left(r_{i}, \omega\right)} \frac{1}{\sqrt{\left\{1-\frac{P_{c}(\omega)\left\{1-\left\{\frac{r_{i}}{r_{e}}\right\}^{2}\right\}}{P_{c}\left(r_{i}, \omega\right)}\right\}}}
$$

Eq. (2.4) above is a Volterra integral equation of the first kind. It is ill-posed and has numerical instabilities. Higher order numerical methods will therefore diverge. The equation may be reformulated into the Volterra equation of the second kind which is more stable but this is not recommended as this will
involve the numerical differentiation of data. The equation must therefore be regularized. Among the methods of regularization which have proven be effective in solving eq. (2.4) are the Tikhonov regularization and the regularization by convexity constraints [10. In this paper regularization is carried out in two stages. A pre-regularization by adequate paramterization to satisfy the normality condition is followed by regularization by imposition of convexity constraints.

## 3 Problem Formulation

We parameterize eq. (2.4) above by representing $S\left(P_{c}(\omega)\right.$ ) by an $\mathrm{m}^{\text {th }}$ order B-Spline as

$$
\begin{equation*}
S\left(P_{c}(\omega)\right)=\sum_{j=1}^{N} c_{j} N_{j}^{m}\left(P_{c}(\omega), \vec{y}\right) . \tag{3.1}
\end{equation*}
$$

Here $N_{j}^{m}$ are the normalized B-spline basis functions, $\vec{y}$ is the spline partition, the $c_{j}$ 's are the spline coefficients, and $N$ is the number of the basis functions, otherwise refered to as the spline dimension. Substitute eq. (3.1) into eq. (2.4) to arrive at

$$
\bar{S}\left(P_{c}\left(r_{i}, \omega\right)\right)=\sum_{j=1}^{N} c_{j} \int_{0}^{P_{c}\left(r_{i}, \omega\right)} N_{j}^{m}\left(P_{c}(\omega), \vec{y}\right) K\left(P_{c}\left(r_{i}, \omega\right), P_{c}(\omega)\right) d P_{c}(\omega)
$$

We split the integral above into two parts; from the zero capillary pressure to the displacement threshold pressure $P_{c d}$ and from $P_{c d}$ to the capillary pressure at the inner face of the core. We know that $S\left(P_{c}(\omega)\right)=1$, for $0 \leq P_{c}(\omega) \leq P_{c d}$, and define

$$
\begin{equation*}
f\left(P_{c d}, \omega\right)=\int_{0}^{P_{c d}} K\left(P_{c}\left(r_{i}, \omega\right), P_{c}(\omega)\right) d P_{c}(\omega) \tag{3.2}
\end{equation*}
$$

Thus we have

$$
\begin{align*}
& \bar{S}\left(P_{c}\left(r_{i}, \omega\right)\right)-f\left(P_{c d}, \omega\right) \\
& \quad=\sum_{j=1}^{N} c_{j} \int_{P_{c d}}^{P_{c}\left(r_{i}, \omega\right)} N_{j}^{m}\left(P_{c}(\omega), \vec{y}\right) K\left(P_{c}\left(r_{i}, \omega\right), P_{c}(\omega)\right) d P_{c}(\omega) . \tag{3.3}
\end{align*}
$$

$P_{c d}$ enters into eq. (3.3) nonlinearly through $f\left(P_{c d}, \omega\right)$ in eq. (3.3) and must be determined using the experimental data. A zero order search is performed within the range $0 \leq P_{c d}<\left.P_{c}(\omega)\right|_{\bar{S}\left(P_{c}\left(r_{i}, \omega\right)\right)<1}$ for the optimal value. $\left.\quad P_{c}(\omega)\right|_{\bar{S}\left(P_{c}\left(r_{i}, \omega\right)\right)<1}$ stands for the first experimental capillary pressure
for which the average water saturation is less than unity. Here we for simplicity assume that $P_{c d}$ is known. The $P_{c d}$ problem can be easily handled as outlined above; for a more complete analysis; see [10]. $\bar{S}\left(P_{c}\left(r_{i}, \omega\right)\right.$ ) has been measured at $M$ points $\left(P_{c}\left(\omega_{k}\right), k=1, \ldots, M\right)$ and the saturation values $\left(\bar{S}\left(P_{c}\left(r_{i}, \omega_{k}\right)\right), \quad k=1, \ldots, M\right)$ have been obtained in the form of readings. We therefore write the equation above as, $k=1, \ldots, M$,

$$
\begin{align*}
& \bar{S}\left(P_{c}\left(r_{i}, \omega_{k}\right)\right)-f\left(P_{c d}, \omega_{k}\right) \\
& \quad=\sum_{j=1}^{N} c_{j} \int_{P_{c d}}^{P_{c}\left(r_{i}, \omega_{k}\right)} N_{j}^{m}\left(P_{c}(\omega), \vec{y}\right) K\left(P_{c}\left(r_{i}, \omega_{k}\right), P_{c}(\omega)\right) d P_{c}(\omega) \tag{3.4}
\end{align*}
$$

We note that eq. (3.4) constitutes a system of linear equations of the form

$$
\begin{equation*}
\vec{b}=A \vec{c}, \tag{3.5}
\end{equation*}
$$

where $\vec{c}$ contains the spline coefficients and the elements in the matrix $A$ are given by the integral over the basis functions. We define

$$
\begin{aligned}
& b_{i}=\bar{S}\left(P_{c}\left(r_{i}, \omega_{i}\right)\right)-f\left(P_{c d}, \omega_{i}\right) \\
& A_{i, j}=\int_{P_{c d}}^{P_{c}\left(r_{i}, \omega_{i}\right)} N_{j}^{m}\left(P_{c}(\omega), \vec{y}\right) K\left(P_{c}\left(r_{i}, \omega_{i}\right), P_{c}(\omega)\right) d P_{c}(\omega), \\
& \quad i=1, \ldots, M, \quad j=1, \ldots, N .
\end{aligned}
$$

By the physics of the problem we require that the solution curve satisfy monotonicity and convexity constraints [10]. Monotonicity translates into demanding that the $N$-coefficients of our splines are ordered according to

$$
1 \geq c_{1} \geq c_{2} \geq c_{3} \ldots \geq c_{N} \geq 0
$$

For $m=3$, the above is a necessary and sufficient condition for monotonicity [7] and can be expressed in matrix form as

$$
\begin{aligned}
& E \vec{c} \geq \vec{F} \\
& {\left[\begin{array}{ccccccc}
-1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
1 & -1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & \ldots & 0 & 0 \\
\vdots & & & & & & \\
0 & 0 & 0 & \ldots & 0 & 1 & -1 \\
0 & 0 & 0 & \ldots & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{N-1} \\
c_{N}
\end{array}\right] \geq\left[\begin{array}{c}
-1 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right]}
\end{aligned}
$$

By convexity constraints, we require that the second derivative of the capillary pressure function be positive. The second derivative of a B-spline
expressed as a third order polynomial is

$$
\frac{d^{2}}{d P_{c}(\omega)}\left(a_{l, j} P_{c}^{2}(\omega)+b_{l, j} P_{c}(\omega)+c_{l, j}\right)=2 a_{l, j}
$$

The coefficients $a_{l, j}$ are known since they have to be derived during the formation of matrix $A$. Our convexity constraint translates into a matrix equation of the form

$$
G \vec{c} \geq \vec{H}
$$

where $H$ is an $N-2$ column vector with zero elements and $G$ is a $(N-2 \times N)$ matrix defined as

$$
G(l, j)= \begin{cases}2 a_{l, j}, & j=l(1) l+2 \\ 0 & \text { Otherwise }\end{cases}
$$

Based on our assumptions that the nature of our experimental procedure guarantees a satisfaction of the G-M conditions, if we further assume that the residuals resulting from the solution of eq. (3.5) are normally distributed, then a solution in the $L_{2}$-norm, expressed through eq. (3.6), is the BLUE of $\vec{c}$. However, due to the ill-conditioned nature of the system, we still need to regularize the system by introducing monotonicity and convexity constraints in the form of eq. (3.7). Hence the task is reduced to

$$
\begin{equation*}
\min _{\vec{c}}\|\vec{b}-A \vec{c}\|^{2} \tag{3.6}
\end{equation*}
$$

subject to

$$
\left[\begin{array}{l}
E  \tag{3.7}\\
G
\end{array}\right][\vec{c}] \geq\left[\begin{array}{l}
F \\
H
\end{array}\right]
$$

## 4 Checking the Normality Assumption

We adopt two methods of test, namely an approximate rankit plot and a Shapiro-Wilk normality statistic check. We discuss them briefly in this section.

### 4.1 Rankit Plot

If $\delta_{(1)}<\delta_{(2)}<\ldots<\delta_{(M)}$ are ordered values of $M$ independent and identically distributed $N\left(\mu, \sigma^{2}\right)$ random variables, then (see [2])
$\mathrm{E}\left[\delta_{(i)}\right] \approx \mu+\gamma_{i}, \gamma_{i}=\sigma \cdot \Phi^{-1}\left[(i-3 / 8) /(M+1 / 4), \Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-\frac{1}{2} t^{2}} d t\right.$.

From this equation a plot of $\delta_{(i)}$ against $\gamma_{i}$, where $\delta_{(i)}$ are the ordered values of $\delta_{i}$, can give an approximately straight line. In that case the residuals could be taken to be approximately normally distributed and the errors to be approximately normal.

### 4.2 Shapiro-Wilk Test

If we assume the same distribution for $\delta_{(i)}$ as above and set

$$
s^{2}=\frac{1}{(M-1)} \sum_{i=1}^{M}\left(\delta_{i}-\overline{\delta_{i}}\right)^{2}, \quad \overline{\delta_{i}}=\frac{1}{M} \sum_{i=1}^{M} \delta_{i}
$$

then the Shapiro-Wilk test statistic is given by

$$
W=\sum_{i=1}^{M} a_{i} \delta_{(i)} / s, \quad 0<W<1
$$

where $a_{1}, \ldots, a_{M}$ depend on the expected values of the order statistic from a standard normal distribution and are tabulated in Shapiro-Wilk [8]. We reject the null hypothesis of normality if $W \leq W_{\alpha}$, where $W_{\alpha}$ is a tabulated critical value, also given in [8]. Values of $W$ close to 1 indicate near-normality. Based on the rankit-plot and the Shapiro-Wilk statistic, we establish the following algorithm, where $W^{j}$ is the Shapiro-Wilk statistic for spline dimension $j$ (the spline order is held constant).

Algorithm 1 (Shapiro-Wilk and rankit plot: $L_{2}$-norm)
Initialize: $s w a p=0$, dim=3

1. for $\kappa=$ dim step 1 do

$$
\begin{aligned}
w & =\text { swap } \\
\text { if } W^{\kappa} & <w \text { then goto step 2 } \\
\text { swap } & =W^{\kappa}
\end{aligned}
$$

2. if $W^{\kappa-1} \geq W_{\alpha}$ such that $P \geq 90 \%$, accept null hypothesis. Adopt model with $W^{\kappa-1}$, else
3. Inspect rankit plot for model with $W^{\kappa}$ and eliminate obvious outliers. Goto initialize.

## 5 Validation-Synthetic Model

Verification of the algorithm on synthetic data is attractive as our estimation results can be compared to the true capillary pressure curve. We use a
modified form of the parameterized capillary pressure function by Bentsen and Anli [1] in the following form:

$$
P_{c}=P_{c d}\left(\frac{S_{w}-S_{w i}}{1-S_{w i}}\right)^{-1 / \theta}
$$

The integral in eq. (2.4) is then given by

$$
\begin{align*}
& \frac{\bar{S}_{w}(\omega)-S_{w i}}{1-S_{w i}}=\frac{L_{1}}{L}+\frac{r_{e}}{L}\left(\frac{2 P_{c d}}{\Delta \rho \omega^{2} r_{e}^{2}}\right)^{2} \int_{L / r_{e}}^{L_{1} / r_{e}} \frac{d x}{[(2-x) x]^{\theta}}  \tag{5.1}\\
& L_{1}=r_{e}\left(1-\sqrt{1-\frac{2 P_{c d}}{\Delta \rho \omega^{2} r_{e}^{2}}}\right) .
\end{align*}
$$



Figure 2: Rankit plot \& cap.pressure curve-stage 1.


Figure 3: Rankit plot \& cap.pressure curve-stage 6.

Eq. (5.1) can be solved numerically for $\bar{S}_{w}\left(\omega_{i}\right)$. In the particular cases shown here, we have used the parameters in this presentation as $P_{c d}=5 k P a$, $S_{w i}=0.1, L=5 \mathrm{~cm}, r_{e}=9.38 \mathrm{~cm}, \Delta \rho=1 \mathrm{~g} / \mathrm{cm} 3$, and $\theta=1$. For 15 different angular velocities, we calculate the average saturation using eq. (5.1). (In
fact, for these parameter values, the integral is analytical). We generate data for two cases. To include outliers we perturb the synthetic data using the relation

$$
\begin{array}{ll}
\bar{S}_{w}^{\text {perturbed }}\left(\omega_{j}\right)=1.2 \bar{S}_{w}^{\text {true }}\left(\omega_{j}\right), & j=5,10 \\
\bar{S}_{w}^{\text {perturbed }}\left(\omega_{j}\right)=0.8 \bar{S}_{w}^{\text {true }}\left(\omega_{j}\right), & j=6,12 \tag{5.2}
\end{array}
$$

All 15 data points including those perturbed above are refered to as partially perturbed data (pp-data). We add white noise using the relation

$$
\bar{S}_{w}^{\text {meas }}\left(\omega_{j}\right)=\bar{S}_{w}^{p p-\text { data }}\left(\omega_{j}\right)\left(1+0.02 \epsilon_{S, j}\right), \quad j=1, \ldots, 15 .
$$

$\epsilon_{S, j}$ is drawn from a normal distribution with zero mean and unit standard deviation. This constitutes our first case, case 1. For case 2, we also perturb the last data point, 15 , according to eq. (5.2).

## 6 Results and Discussions

| Stage | $N$ | max. $W$ | $P$ | min. $W$ | $M$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| 1 | 6 | 0.877 | $2 \%<P<1 \%$ | 0.821 | 15 |
| 2 | 6 | 0.960 | $50 \%<P<90 \%$ | 0.935 | 13 |
| 3 | 6 | 0.961 | $50 \%<P<90 \%$ | 0.928 | 12 |
| 4 | 6 | 0.952 | $50 \%<P<90 \%$ | 0.838 | 10 |
| 5 | 6 | 0.966 | $50 \%<P<90 \%$ | 0.928 | 8 |
| 6 | 7 | 0.975 | $P=90 \%$ |  | 7 |
|  |  |  |  |  |  |

Table 1: Algorithm 1-case 1.

In the first approach, the problem involing case 1 is solved by using a spline dimension of 6 to 7 , which appears to give sufficient flexibility in the calculated capillary pressure curve. Regularization is achieved by the imposition of convexity constraints on the solution curve, and Algorithm 1 is employed to achieve compliance with the normality assumption.

Table 6 shows important data at the various stages of application of Algorithm 1. Tabulated are the spline dimension, $N$, the maximum Shapiro-Wilk statistic obtained with the corresponding percentage level, $P$, the minimum Shapiro-Wilk statistic, and the number of experimental data employed at the given stage, $M$.

Fig. 2 shows the rankit plots as well as the estimated capillary pressure curves for stage 1 of Algorithm 1. The plot order of the residuals at $W=$
0.821 is $\delta_{6}<\delta_{12}<\delta_{1}<\delta_{3}<\delta_{13}<\delta_{15}<\delta_{14}<\delta_{2}<\delta_{11}<\delta_{9}<\delta_{7}<\delta_{8}<$ $\delta_{10}<\delta_{4}$. Inspection of the rankit plot at stage 1 shows that the 6 th and 12 th data points $\left(\delta_{6}, \delta_{12}\right)$ deviate considerably from any straight line about which majority of the residuals have minimum deviation. These points could be flagged out as possible outliers.

Fig. 3 shows the rankit plot as well as the estimated capillary pressure curve at stage 6 of Algorithm 1. At this point, we can state, at $90 \%$ level, that our residuals and errors are normally distributed (refer to Table 6). We see that the estimated capillary pressure curve to a high degree reconciles the true one. From experience, a confidence level $\geq 90 \%$ has been found to be adequate.

Case 2 presents a unique situation where the last data point (15) is an outlier. Algorithm 1 could still be applied to this case. Indeed, at stage 5 of Algorithm 1, experimental data number 15 could be flagged as a possible outlier. However, from a practical point of view, it will be unwise to delete data number 15 since we would then be unable to estimate the capillary pressure curve in the range between the 14 th and 15 th average saturation values. We therefore need a robust norm definition for the residuals which, when applied in combination with our monotonicity and convexity constraints, accommodates the outlier. This we do by the $L_{1}$-norm expressed as

$$
\begin{equation*}
\min _{\vec{c}} \sum|\vec{b}-A \vec{c}| . \tag{6.1}
\end{equation*}
$$

Thus we use a low-dimensional spline $(N=5)$ and solve eq. (6.1) subject to the constraints in eq. (3.7) to arrive at Fig. 2. Indeed, for this case, we adopted the spline dimension with the highest $W$ in stage 1 . Thus the solution curve represents that which is nearest to normality in stage 1. From Fig. 2, we realize that we are able to estimate the capillary presssure curve to a fairly high degree, accommodating all outliers.

## 7 Conclusions

1. We have developed an algorithm for detecting outliers based on violation of the normality assumption.
2. Outliers can be handled through Algorithm 1.
3. In the case where the last data point is an outlier, a solution in the $L_{1}$-norm is proposed, which accommodates the outlier.


Figure 4: Case 2 cap.pressure curve- $L_{1}$-norm.

## References

[1] Bentsen, R. G. and Anli, J., Using parameter sstimation technique to convert centrifuge data into a capillary pressure curve, SPEJ, Feb. 1977, 57-71.
[2] Blom, G., Statistical Estimates and Transformed Beta Variates, New York Wiley, 1958.
[3] Gustafson, S.-Å, Regularizing a Volterra integral equation problem by means of convex programming, Working Paper Nr. 138, 1991.
[4] Hadamard, J., Lectures on the Cauchy Problem in Linear Partial Differential Equations, Yale University Press, 1923.
[5] Hassler, G. L. and Brunner, E., Measurements of sapillary pressures in small core samples, Trans. AIME 160 (1945), 114-121.
[6] Madansky, A., Prescription for Working Statisticians, Springer-Verlag, 1988.
[7] Schumaker, L. L., Spline Functions: Basic Theory, J. Wiley \& Sons, New York City, 1981.
[8] Shapiro, S. S. and Wilk, M. B., An analysis of variance test for normality (complete samples), Biometrika 52 (1965), 519-611.
[9] Srivasta, S. and Sen, A., Regression Analysis-Theory, Methods, and Application, Springer-Verlag, 1990.
[10] Subbey, S. and Nordtvedt, J.-E., Estimating sapillary pressure functions from centrifuge data, submitted to AIChe.

# A Comparison of ELLAM with ENO/WENO Schemes for Linear Transport Equations 

Hong Wang Mohamed Al-Lawatia


#### Abstract

We present an Eulerian-Lagrangian localized adjoint method (ELLAM) for linear advection-reaction partial differential equations in multiple space dimensions. We carry out numerical experiments to compare the performance of the ELLAM scheme with the essentially non-oscillatory (ENO) schemes and weighted essentially non-oscillatory (WENO) schemes, which shows that the ELLAM scheme outperforms ENO and WENO schemes in the context of linear transport PDEs.


KEYWORDS: advection-reaction equations, characteristic methods, comparison of numerical methods, essentially non-oscillatory schemes, EulerianLagrangian methods, transport equations

## 1 Introduction

Advection-dominated partial differential equations (PDEs) describe the displacement of oil by injected fluid in petroleum recovery, the subsurface contaminant transport and remediation, and many other applications [3, 8, 19]. Because of the moving steep fronts present in their solutions, the numerical treatment of these PDEs often presents severe difficulties. Standard finite difference or finite element methods (FDMs, FEMs) tend to generate solutions with severe non-physical oscillations. While classical upwind FDM could eliminate these oscillations, they yield solutions with excessive smearing and potentially spurious effects related to the orientation of the grid. Two general classes of improved approximations can be identified from the literature: upwind methods that use fixed spatial grids with some form of upwinding and the standard temporal discretization, and the characteristic methods that carry out the temporal discretization by characteristic tracking.

The Eulerian-Lagrangian localized adjoint method (ELLAM) [5] was introduced by Celia, Russell, Herrera, and Ewing in solving (one-dimensional
constant-coefficient) advection-diffusion PDEs. The ELLAM methodology provides a general characteristic solution procedure and a consistent framework for treating general boundary conditions and conserving mass. Thus, it overcomes the two principal shortcomings of the previous characteristic methods while maintaining their numerical advantages. We conducted numerical experiments to observe the performance of the ELLAM scheme with many widely used methods [1, 20], including the upwind FDM, Galerkin FEM, quadratic and cubic Petrov-Galerkin FEMs [2, 4, 6], the streamline diffusion FEM [13], the continuous and discontinuous Galerkin FEMs [14, 16], the monotone upstream-centered scheme for conservation laws (MUSCL) and the minmod scheme [7, 18]. These experiments show that the ELLAM scheme outperforms these methods in the context of linear transport PDEs. We also proved optimal-order error estimates for the ELLAM schemes in [9, 10.

In this paper we present an ELLAM scheme and numerically compare the performance of the ELLAM scheme with the essentially non-oscillatory (ENO) and weighted ENO (WENO) schemes [11, 12, 15].

## 2 An ELLAM Scheme

### 2.1 Definition of Test Functions

We consider a multi-dimensional linear advection-reaction PDE

$$
\begin{equation*}
c_{t}+\nabla \cdot(\mathbf{v} c(\mathbf{x}, t))+K(\mathbf{x}, t) c=F(\mathbf{x}, t), \quad \mathbf{x} \in \Omega, t \in(0, T] \tag{2.1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{d}$ is a bounded domain with a Lipschitz continuous boundary $\Gamma=\partial \Omega$. A boundary condition

$$
\begin{equation*}
c(\mathbf{x}, t)=g(\mathbf{x}, t), \quad(\mathbf{x}, t) \in \Gamma^{(I)} \times[0, T] \tag{2.2}
\end{equation*}
$$

is specified only at the inflow boundary $\Gamma^{(I)}$ identified by $\Gamma^{(I)}=\{\mathbf{x} \mid \mathbf{x} \in$ $\Gamma, \mathbf{v} \cdot \mathbf{n}<0\}$. In addition, an initial condition $c(\mathbf{x}, 0)=c_{0}(\mathbf{x})$ is specified to close Eq. (2.1).

We define a quasi-uniform temporal partition on [0,T] by $0=t_{0}<t_{1}<$ $t_{2}<\ldots<t_{N-1}<t_{N}=T$. Multiplying Eq. (2.1) by space-time test functions $w(\mathbf{x}, t)$ that are continuous and piecewise smooth, vanish outside the spacetime strip $\Omega \times\left[t_{n-1}, t_{n}\right]$, and are discontinuous in time at time $t_{n-1}$, we obtain
a space-time weak formulation

$$
\begin{align*}
& \int_{\Omega} c\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x}+\int_{t_{n-1}}^{t_{n}} \int_{\Gamma} \mathbf{v} \cdot \mathbf{n} c(\mathbf{x}, t) w(\mathbf{x}, t) d s d t \\
&-\int_{t_{n-1}}^{t_{n}} \int_{\Omega} c(\mathbf{x}, t)\left(w_{t}+\mathbf{v} \cdot \nabla w-K w\right)(\mathbf{x}, t) d \mathbf{x} d t  \tag{2.3}\\
&= \int_{\Omega} c\left(\mathbf{x}, t_{n-1}\right) w\left(\mathbf{x}, t_{n-1}^{+}\right) d \mathbf{x}+\int_{t_{n-1}}^{t_{n}} \int_{\Omega} F(\mathbf{x}, t) w(\mathbf{x}, t) d \mathbf{x} d t
\end{align*}
$$

where $w\left(\mathbf{x}, t_{n-1}^{+}\right)=\lim _{t \rightarrow t_{n-1}^{+}} w(\mathbf{x}, t)$, which takes into account the fact that $w(\mathbf{x}, t)$ is discontinuous in time at time $t_{n-1}$.

In the ELLAM framework [5], the test functions $w$ are chosen to satisfy the adjoint equation of Eq. (2.1)

$$
\begin{equation*}
w_{t}+\mathbf{v} \cdot \nabla w-K w=0 \tag{2.4}
\end{equation*}
$$

Let $\mathbf{y}=\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t})$, with $\bar{t} \in\left[t_{n-1}, t_{n}\right]$, be the characteristic determined by

$$
\begin{equation*}
\frac{d \mathbf{y}}{d \theta}=\mathbf{v}(\mathbf{y}, \theta), \quad \text { with }\left.\quad \mathbf{y}\right|_{\theta=\bar{t}}=\overline{\mathbf{x}} \tag{2.5}
\end{equation*}
$$

Eq. (2.4) is rewritten as

$$
\begin{align*}
-\frac{d}{d \theta} w(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta)+K(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta) w(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta) & =0  \tag{2.6}\\
\left.w(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta)\right|_{\theta=\bar{t}} & =w(\overline{\mathbf{x}}, \bar{t}) .
\end{align*}
$$

Solving Eq. (2.6) yields the following expression for $w$

$$
\begin{equation*}
w(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta)=w(\overline{\mathbf{x}}, \bar{t}) e^{-\int_{\theta}^{\bar{t}} K(\mathbf{r}(\gamma ; \overline{\mathbf{x}}, \bar{t}), \gamma) d \gamma} \tag{2.7}
\end{equation*}
$$

Therefore, the test functions $w$ in Eq. (2.3) should vary exponentially along the characteristics $\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t})$. Once $w(\overline{\mathbf{x}}, \bar{t})$ is specified, $w(\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t}), \theta)$ is determined completely along the characteristic $\mathbf{r}(\theta ; \overline{\mathbf{x}}, \bar{t})$. Thus, to define the test functions $w$ in the space-time strip $\Omega \times\left[t_{n-1}, t_{n}\right]$, we only need to define $w$ on $\bar{\Omega}$ at the time $t_{n}$ and on the space-time outflow boundary $\Gamma^{(O)} \times\left[t_{n-1}, t_{n}\right]$ with $\Gamma^{(O)}=\{\mathbf{x} \in \Gamma \mid \mathbf{v} \cdot \mathbf{n}>0\}$.

### 2.2 Derivation of a Reference Equation

To avoid confusion, we replace the dummy variables $\mathbf{x}$ and $t$ in the second term on the right-hand side of Eq. (2.3) by $\mathbf{y}$ and $\theta$ and reserve $\mathbf{x}$ and $t$ for the points in $\Omega$ at time $t_{n}$ or on $\Gamma \times\left[t_{n-1}, t_{n}\right]$. Let $\Omega(\theta) \subset \Omega$ be the set of the points that will flow out of the domain $\Omega$ during the time period $\left[\theta, t_{n}\right]$. For
any $\mathbf{y} \in \Omega \backslash \Omega(\theta)$, there exists an $\mathbf{x} \in \Omega$ such that $\mathbf{y}=\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$. Likewise, for any $(\mathbf{y}, \theta) \in \Omega(\theta)$, there exists a pair $(\mathbf{x}, t) \in \Gamma^{(O)} \times\left[t_{n-1}, t_{n}\right]$ such that $\mathbf{y}=\mathbf{r}(\theta ; \mathbf{x}, t)$. Therefore,

$$
\begin{align*}
\int_{t_{n-1}}^{t_{n}} & \int_{\Omega} F(\mathbf{y}, \theta) w(\mathbf{y}, \theta) d \mathbf{y} d \theta \\
\quad & \int_{t_{n-1}}^{t_{n}} \int_{\Omega \backslash \Omega(\theta)} F\left(\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right), \theta\right) w\left(\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right), \theta\right) d \mathbf{r} d \theta  \tag{2.8}\\
\quad & +\int_{t_{n-1}}^{t_{n}} \int_{\Omega(\theta)} F(\mathbf{r}(\theta ; \mathbf{x}, t), \theta) w(\mathbf{r}(\theta ; \mathbf{x}, t), \theta) d \mathbf{r} d \theta
\end{align*}
$$

The first term on the right-hand side of Eq. (2.8) is evaluated by applying the Euler formula at time $t_{n}$, leading to

$$
\begin{align*}
& \int_{t_{n-1}}^{t_{n}} \int_{\Omega \backslash \Omega(\theta)} F\left(\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right), \theta\right) w\left(\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right), \theta\right) d \mathbf{r} d \theta \\
& \quad=\int_{\Omega} \int_{t^{*}(\mathbf{x})}^{t_{n}} F\left(\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right), \theta\right) w\left(\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right), \theta\right)\left|\frac{\partial \mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)}{\partial \mathbf{x}}\right| d \theta d \mathbf{x} \\
& \quad=\int_{\Omega} F\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right)\left[\int_{t^{*}(\mathbf{x})}^{t_{n}} e^{-K\left(\mathbf{x}, t_{n}\right)\left(t_{n}-\theta\right)} d \theta\right] d \mathbf{x}+E_{1}(f, w)  \tag{2.9}\\
& =\int_{\Omega} \phi^{(1)}\left(\mathbf{x}, t_{n}\right) F\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x}+E_{1}(F, w)
\end{align*}
$$

Here the space-dependent time step $\Delta t^{(I)}(\mathbf{x})=t_{n}-t^{*}(\mathbf{x})$, where $t^{*}(\mathbf{x})=t_{n-1}$ if the characteristic $\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$ does not backtrack to the boundary $\Gamma$ during the time period $\left[t_{n-1}, t_{n}\right]$, or $t^{*}(\mathbf{x}) \in\left[t_{n-1}, t_{n}\right]$ is the time when $\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$ intersects the boundary $\Gamma$ otherwise.

$$
\phi^{(1)}\left(x, t_{n}\right)=\left(1-e^{-K\left(\mathbf{x}, t_{n}\right) \Delta t^{(I)}(\mathbf{x})}\right) / K\left(\mathbf{x}, t_{n}\right)
$$

if $K\left(\mathbf{x}, t_{n}\right) \neq 0$, or $\Delta t^{(I)}(\mathbf{x})$ otherwise. $E_{1}(F, w)$ is the local truncation error.
The second term on the right-hand side of Eq. (2.8) is treated similarly. We obtain

$$
\begin{align*}
& \int_{t_{n-1}}^{t_{n}} \int_{\Omega(\theta)} F(\mathbf{r}(\theta ; \mathbf{x}, t), \theta) w(\mathbf{r}(\theta ; \mathbf{x}, t), \theta) d \mathbf{r} d \theta \\
& \quad=\int_{t_{n-1}}^{t_{n}} \int_{\Gamma^{(O)}} \mathbf{v} \cdot \mathbf{n} \phi^{(2)}(\mathbf{x}, t) F(\mathbf{x}, t) w(\mathbf{x}, t) d s d t+E_{2}(F, w) \tag{2.10}
\end{align*}
$$

Here $\Delta t^{(O)}(\mathbf{x}, t)=t_{n}-t^{*}(\mathbf{x}, t)$ for $(\mathbf{x}, t) \in \Gamma^{(O)} \times\left[t_{n-1}, t_{n}\right]$, where $t^{*}(\mathbf{x}, t)=$ $t_{n-1}$ if $\mathbf{r}(\theta ; \mathbf{x}, t)$ does not backtrack to the boundary $\Gamma$ during the time period $\left[t_{n-1}, t\right]$, or $t^{*}(\mathbf{x}, t) \in\left[t_{n-1}, t\right]$ is the time when $\mathbf{r}(\theta ; \mathbf{x}, t)$ intersects the boundary $\Gamma$ otherwise. $\phi^{(2)}(\mathbf{x}, t)=\left(1-e^{-K(\mathbf{x}, t) \Delta t^{(O)}(\mathbf{x}, t)}\right) / K(\mathbf{x}, t)$ if $K(\mathbf{x}, t) \neq 0$ or $\Delta t^{(O)}(\mathbf{x}, t)$ otherwise. $E_{2}(F, w)$ is the local truncation error.

Incorporating Eqs. (2.8)-(2.10) and the inflow boundary condition (2.2) into Eq. (2.3), we obtain the following reference equation

$$
\begin{align*}
& \int_{\Omega} c\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x}+\int_{t_{n-1}}^{t_{n}} \int_{\Gamma^{(O)}} \mathbf{v}(\mathbf{x}, t) \cdot \mathbf{n}(\mathbf{x}) c(\mathbf{x}, t) w(\mathbf{x}, t) d s d t \\
&= \int_{\Omega} c\left(\mathbf{x}, t_{n-1}\right) w\left(\mathbf{x}, t_{n-1}^{+}\right) d \mathbf{x}+\int_{\Omega} \phi^{(1)}\left(\mathbf{x}, t_{n}\right) F\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x} \\
&+\int_{t_{n-1}}^{t_{n}} \int_{\Gamma^{(O)}} \phi^{(2)}(\mathbf{x}, t) \mathbf{v}(\mathbf{x}, t) \cdot \mathbf{n}(\mathbf{x}) F(\mathbf{x}, t) w(\mathbf{x}, t) d s d t  \tag{2.11}\\
&-\int_{t_{n-1}}^{t_{n}} \int_{\Gamma^{(I)}} \mathbf{v}(\mathbf{x}, t) \cdot \mathbf{n}(\mathbf{x}) g(\mathbf{x}, t) w(\mathbf{x}, t) d s d t+E(w)
\end{align*}
$$

where $E(w)=\int_{t_{n-1}}^{t_{n}} \int_{\Omega} c(\mathbf{x}, t)\left[w_{t}(\mathbf{x}, t)+\mathbf{v}(\mathbf{x}, t) \cdot \nabla w(\mathbf{x}, t)-K(\mathbf{x}, t) w(\mathbf{x}, t)\right] d \mathbf{x} d t$ $+E_{1}(F, w)+E_{2}(F, w)$.

### 2.3 A Numerical Scheme

In the ELLAM scheme, the trial space $\mathcal{S}_{h}$ consists of piecewise linear (or $d$-linear) functions in $\bar{\Omega}$ at time $t_{n}$ and on $\Gamma^{(O)} \times\left[t_{n-1}, t_{n}\right]$. Because of the boundary condition (2.2), no degrees of freedom should be introduced at $\Gamma^{(I)}$ at time $t_{n}$. Similarly, since the solutions are known at the time step $t_{n-1}$, no degrees of freedom should be introduced at $\Gamma^{(O)}$ at time $t_{n-1}$. However, to conserve mass, all the test functions should sum exactly to one [5]. Therefore, the test space $\overline{\mathcal{S}}_{h}$ is obtained by modifying the trial space $\mathcal{S}_{h}$ : For a basis function associated with a node at $\Gamma^{(I)}$ at time $t_{n}$, we add it to the basis function associated with its adjacent node that is inside $\Omega$. The basis functions associated with the nodes at $\Gamma^{(O)}$ at time $t_{n-1}$ are treated similarly. An ELLAM scheme is formulated as follows: find $c(\mathbf{x}, t) \in \mathcal{S}_{h}$ which satisfies the boundary condition $(2.2)$, such that $\forall w(\mathbf{x}, t) \in \overline{\mathcal{S}}_{h}$

$$
\begin{align*}
& \int_{\Omega} c\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x}+\int_{t_{n-1}}^{t_{n}} \int_{\Gamma^{(O)}} \mathbf{v}(\mathbf{x}, t) \cdot \mathbf{n}(\mathbf{x}) c(\mathbf{x}, t) w(\mathbf{x}, t) d s d t \\
&= \int_{\Omega} c\left(\mathbf{x}, t_{n-1}\right) w\left(\mathbf{x}, t_{n-1}^{+}\right) d \mathbf{x}+\int_{\Omega} \phi^{(1)}\left(\mathbf{x}, t_{n}\right) F\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x} \\
&+\int_{t_{n-1}}^{t_{n}} \int_{\Gamma^{(O)}} \phi^{(2)}(\mathbf{x}, t) \mathbf{v}(\mathbf{x}, t) \cdot \mathbf{n}(\mathbf{x}) F(\mathbf{x}, t) w(\mathbf{x}, t) d s d t  \tag{2.12}\\
&-\int_{t_{n-1}}^{t_{n}} \int_{\Gamma^{(I)}} \mathbf{v}(\mathbf{x}, t) \cdot \mathbf{n}(\mathbf{x}) g(\mathbf{x}, t) w(\mathbf{x}, t) d s d t
\end{align*}
$$

By using a Lagrangian coordinate, the ELLAM scheme (2.12) significantly reduces the temporal truncation errors and generates accurate solutions even if very large time steps are used. Moreover, it symmetrizes the governing

PDE (2.1), and generates a well-conditioned, symmetric and positive-definite coefficient matrix. Thus, the discrete system can be solved efficiently by, for example, the conjugate gradient method in an optimal order without any preconditioning needed. Furthermore, this scheme naturally incorporates the boundary condition (2.2) into its formulation and conserves mass. Finally, most terms in the scheme are standard in the FEM and can be solved in a straightforward manner. In the first term on the right-hand side, the trial and test functions are actually defined at different time steps. Hence, its evaluation could be very challenging and raises serious numerical difficulties. We use a forward Euler or second-order Runge-Kutta tracking algorithm [17] to evaluate this term.

## 3 Description of ENO and WENO Schemes

The ENO scheme was first introduced by Harten et al [11, 12 as an improvement over traditional fixed-stencil high-order FD interpolations, which are known to be oscillatory in nature especially near discontinuities of the solutions. These oscillations do not decay as the mesh is refined and lead to further instabilities in the solution. By choosing the smoothest stencil among several candidates, ENO provides a uniformly high order approximation of the fluxes at cell boundaries while avoiding the spurious oscillations near steep fronts and shock discontinuities that are associated with traditional FDMs. As a further improvement, Liu et al 15 provide Weighted ENO (WENO) that is based on using a convex combination of the candidate stencils instead of just one. This treatment maintains the advantages of the original ENO and in addition obtains a higher-order accuracy.

In this section we describe the ENO and WENO schemes of order $k=4$ for Eq. (2.1) defined on $\mathbb{R}^{2}$ with a uniform partition $x_{i}=i \Delta x$ and $y_{j}=j \Delta y$. If we assume that no reaction or source term is present and let $\mathbf{v}=\left(V_{1}, V_{2}\right)$, Eq. (2.1) can be rewritten as

$$
\begin{equation*}
c_{t}+f_{x}(c)+g_{y}(c)=0, \quad \text { with } \quad f(c)=V_{1} c, \quad g(c)=V_{2} c \tag{3.1}
\end{equation*}
$$

We can write the spatially discretized ENO and WENO schemes as

$$
\begin{equation*}
\frac{d c_{i j}(t)}{d t}=L(c) \equiv-\frac{1}{\Delta x}\left(\hat{f}_{i+1 / 2, j}-\hat{f}_{i-1 / 2, j}\right)-\frac{1}{\Delta y}\left(\hat{g}_{i, j+1 / 2}-\hat{g}_{i, j-1 / 2}\right) \tag{3.2}
\end{equation*}
$$

Below we define the numerical flux $\hat{f}_{i+1 / 2, j}$ for a fixed $j$, and will skip the subscript $j$ when it is clear from the context. The flux $\hat{g}_{i+1 / 2, j}$ in the $y$ -
direction is defined by symmetry. For the fixed $j$, we identify the cell averages $\bar{q}_{i}=f\left(c_{i j}\right)$. Upwinding is guaranteed by computing the Roe speed given by

$$
\begin{equation*}
a_{i+1 / 2}=\frac{f\left(c_{i+1, j}\right)-f\left(c_{i j}\right)}{c_{i+1, j}-c_{i j}} . \tag{3.3}
\end{equation*}
$$

The flux $\hat{f}_{i+1 / 2, j}$ is then given by

$$
\hat{f}_{i+1 / 2, j}= \begin{cases}q_{i+1 / 2}^{-}, & \text {if } a_{i+1 / 2} \geq 0  \tag{3.4}\\ q_{i+1 / 2}^{+}, & \text {otherwise }\end{cases}
$$

The ENO and WENO schemes differ in the reconstruction procedure that provides $q_{i+1 / 2}^{+}$and $q_{i+1 / 2}^{-}$. The ENO scheme starts by computing the undivided differences for degrees 1 to $k=4$

$$
\begin{align*}
Q\left[x_{i-1 / 2}, x_{i+1 / 2}\right]= & \bar{q}_{i} \\
Q\left[x_{i-1 / 2}, \ldots, x_{i+j+1 / 2}\right]= & Q\left[x_{i+1 / 2}, \ldots, x_{i+j+1 / 2}\right]  \tag{3.5}\\
& -Q\left[x_{i-1 / 2}, \ldots, x_{i+j-1 / 2}\right] .
\end{align*}
$$

The selection of the smoothest 5 -point stencil (corresponding to $k=4$ ) starts with the two point stencil

$$
\begin{equation*}
S=\left\{x_{i-1 / 2}, x_{i+1 / 2}\right\} \tag{3.6}
\end{equation*}
$$

If

$$
\begin{equation*}
\left|Q\left[x_{i-3 / 2}, x_{i-1 / 2}, x_{i+1 / 2}\right]\right|<\left|Q\left[x_{i-1 / 2}, x_{i+1 / 2}, x_{i+3 / 2}\right]\right|, \tag{3.7}
\end{equation*}
$$

then $x_{i-3 / 2}$ is added to the stencil $S$. Otherwise, $x_{i+3 / 2}$ is added. We repeatedly add points in a similar manner until we come up with a 5 -point stencil. Assume that the stencil $S$ is composed of $r$ cells to the left and $s$ cells to the right of the current cell. We introduce

$$
\begin{equation*}
q_{i+1 / 2}^{-}=\sum_{j=0}^{3} c_{r j} \bar{q}_{i-r+j}, \quad q_{i-1 / 2}^{+}=\sum_{j=0}^{3} c_{r-1, j} \bar{q}_{i-r+j}, \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{r j}=\sum_{m=j+1}^{k}\left(\frac{\sum_{l=0, l \neq m}^{k} \Pi_{p=0, p \neq m, l}^{k}(r-p+1)}{\Pi_{l=0, l \neq m}^{k}(m-l)}\right) \tag{3.9}
\end{equation*}
$$

The WENO reconstruction is based on a convex combination of four different reconstruction values

$$
\begin{equation*}
q_{i+1 / 2}^{-}=\sum_{r=0}^{3} \omega_{r} q_{i+1 / 2}^{(r)}, \quad q_{i-1 / 2}^{+}=\sum_{r=0}^{3} \tilde{\omega}_{r} q_{i-1 / 2}^{(r)} \tag{3.10}
\end{equation*}
$$

where the reconstructed values $q_{i+1 / 2}^{(r)}$ and $q_{i-1 / 2}^{(r)}(r=0,1,2,3)$ are defined by (3.8). The weights are given by

$$
\begin{array}{ll}
\omega_{r}=\frac{\alpha_{r}}{\sum_{s=0}^{3} \alpha_{s}}, & \alpha_{r}=\frac{d_{r}}{\left(\varepsilon+\beta_{r}\right)^{2}}, \\
\tilde{\omega}_{r}=\frac{\tilde{\tilde{\alpha}}_{r}}{\sum_{s=0}^{3} \tilde{\alpha}_{s}}, \quad \tilde{\alpha}_{r}=\frac{d_{3-r}}{\left(\varepsilon+\beta_{r}\right)^{2}}, \quad 0 \leq r \leq 3 . \tag{3.11}
\end{array}
$$

Here the constants are $d_{0}=1 / 35, d_{1}=12 / 35, d_{2}=18 / 35, d_{3}=4 / 35$, and $\epsilon=10^{-6}$. The smoothness indicators are

$$
\begin{align*}
& \left.\beta_{r}=\left[\bar{q}_{i+3-r}-3 \bar{q}_{i+2-r}+3 \bar{q}_{i+1-r}-\bar{q}_{i-r}\right)\right]^{2} \\
& \quad+\frac{1}{2}\left[\left(\bar{q}_{i+2-r}-2 \bar{q}_{i+1-r}+\bar{q}_{i-r}\right)^{2}+\left(\bar{q}_{i+3-r}-2 \bar{q}_{i+2-r}+\bar{q}_{i+1-r}\right)^{2}\right]  \tag{3.12}\\
& \quad+\frac{1}{3}\left[\left(\bar{q}_{i+1-r}-\bar{q}_{i-r}\right)^{2}+\left(\bar{q}_{i+2-r}-\bar{q}_{i+1-r}\right)^{2}+\left(\bar{q}_{i+3-r}-\bar{q}_{i+2-r}\right)^{2}\right] .
\end{align*}
$$

For $n=1,2, \ldots, N$, a fully discrete ENO or WENO scheme with a fourthorder Runge-Kutta temporal discretization is defined by

$$
\begin{align*}
c^{(1)} & =c_{n-1}+\frac{\Delta t}{2} L\left(c_{n-1}\right), \quad c^{(2)}=c_{n-1}+\frac{\Delta t}{2} L\left(c^{(1)}\right), \\
c^{(3)} & =c_{n-1}+\Delta t L\left(c^{(2)}\right),  \tag{3.13}\\
c_{n} & =\frac{1}{3}\left(-c_{n-1}+c^{(1)}+c u^{(2)}+c^{(3)}\right)+\frac{\Delta t}{6} L\left(c^{(3)}\right) .
\end{align*}
$$

## 4 Numerical Experiments

The spatial domain is $\Omega=(-0.5,0.5) \times(-0.5,0.5)$, a rotating velocity field is imposed as $\mathbf{v}(\mathbf{x})=\mathbf{v}(x, y)=(-4 y, 4 x)$. The time interval is $[0, T]=[0, \pi / 2]$, which is the time period required for one complete rotation. The initial condition $c_{0}(\mathbf{x})$ is given by

$$
\begin{equation*}
c_{0}(\mathbf{x})=\exp \left(-\frac{\left|\mathbf{x}-\mathbf{x}_{c}\right|^{2}}{2 \sigma^{2}}\right) \tag{4.1}
\end{equation*}
$$

where $\mathbf{x}_{c}=\left(x_{c}, y_{c}\right)$, and $\sigma$ are the centered and standard deviations. The corresponding analytical solution for Eq. (2.1) with $f=0$ is

$$
\begin{equation*}
c(\mathbf{x}, t)=\exp \left(-\frac{\left|\overline{\mathbf{x}}-\mathbf{x}_{c}\right|^{2}}{2 \sigma^{2}}-\int_{0}^{t} K(\mathbf{r}(\theta ; \overline{\mathbf{x}}, 0), \theta) d \theta\right) \tag{4.2}
\end{equation*}
$$

where $\overline{\mathbf{x}}=(\bar{x}, \bar{y})=(x \cos (4 t)+y \sin (4 t),-x \sin (4 t)+x \cos (4 t))$, and $\mathbf{r}(\theta ; \overline{\mathbf{x}}, 0)=$ $(\bar{x} \cos (4 \theta)-\bar{y} \sin (4 \theta), \bar{x} \sin (4 \theta)+\bar{y} \cos (4 \theta))$.

This example can be viewed as an incompressible flow in a two-dimensional homogeneous medium with a known analytical solution, and has been widely used to test for numerical artifacts of different schemes, such as numerical stability, numerical dispersion, spurious oscillations, deformation, and phase errors, etc. For the performance of the ELLAM scheme for problems with discontinuities, please see [1, 20].

| Scheme | $h$ | $\Delta t$ | Max. | Min. | CPU | CFL \# | Fig. \# |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| anal | $1 / 64$ | N/A | N/A | 1 | 0 | N/A |  |
| ELLAM | $1 / 64$ | $\pi / 8$ | 0.9987 | 0 | 1 m 5 s | 71.25 | 1 |
| ENO | $1 / 64$ | $\pi / 580$ | 0.8757 | 0 | 1 m 10 s | 0.98 |  |
|  | $1 / 64$ | $\pi / 6000$ | 0.8756 | 0 | 12 m 5 s | 0.09 |  |
|  | $1 / 96$ | $\pi / 860$ | 0.9552 | -0.0004 | 3 m 45 s | 0.99 |  |
|  | $1 / 96$ | $\pi / 4000$ | 0.9552 | 0 | 17 m 26 s | 0.21 |  |
|  | $1 / 196$ | $\pi / 1700$ | $\infty$ | $\infty$ | 30 m 2 s | 1.0 |  |
|  | $1 / 196$ | $\pi / 2400$ | 0.9443 | -0.0040 | 42 m 7 s | 0.71 |  |
|  | $1 / 256$ | $\pi / 2400$ | 0.9967 | -0.0311 | 1 h 15 m | 0.95 |  |
|  | $1 / 256$ | $\pi / 3000$ | 0.9836 | -0.0013 | 1 h 34 m | 0.76 | 2 |
|  | $1 / 512$ | $\pi / 6000$ | 0.9993 | 0 | 12 h 52 m | 0.76 |  |
| WENO | $1 / 64$ | $\pi / 580$ | 0.9617 | 0 | 2 m 17 s | 0.98 |  |
|  | $1 / 64$ | $\pi / 6000$ | 0.9617 | 0 | 23 m 37 s | 0.09 |  |
|  | $1 / 96$ | $\pi / 860$ | 0.9832 | 0 | 7 m 34 s | 0.99 |  |
|  | $1 / 96$ | $\pi / 4000$ | 0.9832 | 0 | 34 m 57 s | 0.21 |  |
|  | $1 / 196$ | $\pi / 1700$ | 0.9964 | 0 | 1 h 1 m | 1.0 |  |
|  | $1 / 196$ | $\pi / 2400$ | 0.9964 | 0 | 1 h 27 m | 0.71 |  |
|  | $1 / 256$ | $\pi / 2400$ | 0.9979 | 0 | 2 h 31 m | 0.95 | 3 |
|  | $1 / 256$ | $\pi / 3000$ | 0.9979 | 0 | 3 h 9 m | 0.76 |  |
|  | $1 / 512$ | $\pi / 6000$ | 0.9995 | 0 | 1 day 1 h | 0.76 |  |

Table 1. The Performance of the ELLAM, ENO, and WENO.
In the example runs, the data are chosen as follows: $K=f=0, \mathbf{x}_{c}=$ $(-0.25,0), \sigma=0.0447$. A uniform spatial grid $h=\Delta x=\Delta y=\frac{1}{64}$ and a time step of $\Delta t=\pi / 8$ are used in the ELLAM simulation. A second-order Runge-Kutta method with a micro-time step of $\Delta t_{m}=\Delta t / 20$ is used to track the characteristics. For the given $h$, a largest admissible (satisfying the CFL condition) time step of $\Delta t=\frac{\pi}{580}$ is used in the ENO and WENO simulations. We then systematically reduce the sizes of $h$ and $\Delta t$ to examine the performance of ENO and WENO schemes until their solutions are roughly compatible with the ELLAM solution. The numerical results are presented in Table 1 with selected solutions are plotted in Figures 1-3.


Figure 1: $\mathrm{ELLAM}, \min =0, \max =0.9987$.


Figure 2: ENO, $\min =-0.0013, \max =0.9836$.


Figure 3: WENO, $\min =0, \max =0.9979$.

## 5 Summary

We present an ELLAM scheme for linear advection-reaction PDEs in multiple space dimensions and carry out numerical experiments to compare the performance of the ELLAM scheme with ENO and WENO schemes. We have the following observations: (i) Even though very large time steps and coarse spatial grids are used, the ELLAM scheme still generates much more accurate solutions than those obtained with the ENO and WENO schemes with much finer spatial and temporal grid sizes. Hence, the ELLAM scheme outperforms ENO and WENO schemes in the context of linear transport PDEs. (ii) The mathematical models used to describe multiphase and/or multicomponent fluid flow processes in porous medium are typically strongly coupled systems of nonlinear PDEs [3] 8, 20]. Nevertheless, most of these PDEs govern the transport of different components in these fluids and are advection-dominated PDEs that are linear in terms of the concerned concentrations. Thus, after some decoupling/linearization techniques are applied, these transport PDEs are reduced to linear advection-dominated transport PDEs at each time step. Therefore, ELLAM schemes are expected to perform very well for porous medium flow problems, which has in fact been confirmed in 19. (iii) In this paper the ELLAM scheme is compared with the ENO/WENO schemes in terms of linear transport PDEs. The latter were originally developed for nonlinear hyperbolic conservation laws and have been successful in resolving shock discontinuities and complex solution structures. The investigation on the performance of the methods for nonlinear hyperbolic conservation laws are beyond the scope of this paper.
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# An Accurate Approximation to Compressible Flow in Porous Media with Wells 
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#### Abstract

An Eulerian-Lagrangian localized adjoint method (ELLAM) is presented for compressible flow occurring in compressible porous media with wells. The ELLAM scheme symmetrizes the governing transport equation, greatly eliminates non-physical oscillation and/or excessive numerical dispersion present in many large-scale simulators widely used in industrial applications, and conserves mass. Computational experiments show that the ELLAM scheme can accurately simulate incompressible and compressible fluid flows in porous media with wells, even though coarse spatial grids and very large time steps, which are one or two orders of magnitude larger than those used in many numerical methods, are used. The ELLAM scheme can treat large mobility ratios, discontinuous permeabilities and porosities, anisotropic dispersion in tensor form, and wells.
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## 1 A Mathematical Model

The objective of subsurface fluid flow modeling is to simulate complex fluid flow processes occurring in subsurface porous media sufficiently well to optimize the recovery of hydrocarbon or to accurately predict and thoroughly remediate the contamination in groundwater transport processes. In order to do this, one must build mathematical models to describe the essential phenomena and the fundamental laws, and design numerical methods to discretize these models and to represent the basic features as well as possible without introducing serious nonphysical phenomena.

Let $p(\mathbf{x}, t)$ and $\mathbf{u}(\mathbf{x}, t)$ be the pressure and the Darcy velocity of a fluid mixture, and $c(\mathbf{x}, t)$ be the concentration of an invading fluid or concerned solute/solvent in the fluid mixture. The equation of mass conservation for
the fluid mixture and Darcy's law lead to the following coupled system of partial differential equations (PDEs) that describes fluid flow processes in a porous medium reservoir $\Omega$ with injection and production wells [2, 5, 9]

$$
\begin{align*}
\frac{\partial}{\partial t}(\phi \rho)+\nabla \cdot(\rho \mathbf{u}) & =q, & & \mathbf{x} \in \Omega, \quad t \in(0, T] \\
\mathbf{u} & =-\frac{\mathbf{K}}{\mu(c)}(\nabla p-\rho g \nabla d), & & \mathbf{x} \in \Omega, \quad t \in(0, T] \tag{1.1}
\end{align*}
$$

In many cases, the thickness of the medium is significantly smaller than its length and width. Hence, it is reasonable to average the medium properties vertically and to assume $\Omega \subset \mathbb{R}^{2}$ with a nonuniform local elevation. $\mathbf{K}(\mathbf{x})$ is the permeability tensor of the medium, $\mu(c)$ is the concentration-dependent viscosity of the fluid mixture, which is determined by some mixing rule

$$
\begin{equation*}
\mu(c)=\mu_{o}\left[(1-c)+M^{\frac{1}{4}} c\right]^{-4} \tag{1.2}
\end{equation*}
$$

where $\mu_{o}$ is the viscosity of the resident fluid and $M$ is the mobility ratio. $\rho$ is the density of the fluid mixture, $g$ is the magnitude of gravitational acceleration, $d(\mathbf{x})$ is the reservoir depth, $q(\mathbf{x}, t)$ is a source and sink term that accounts for the effect of injection and production wells, $\phi$ is the porosity of the medium (proportion of volume available to porous medium flows).

For a fluid of constant compressibility $c_{\rho}$, the following equation of state

$$
\begin{equation*}
\rho=\rho_{r} \exp \left(c_{\rho}\left(p-p_{r}\right)\right) \tag{1.3}
\end{equation*}
$$

holds, where $\rho_{r}$ is the reference density at the reference pressure $p_{r}$. Eq. (1.3) and its simplified versions have been widely used in modeling subsurface contaminant transport and remediation in the hydro-science community. It can also be applied to compressible fluid flow processes in reservoir simulation, unless the fluids contain large quantities of dissolved gas [2, 9].

Due to the effect of large pressure changes involved in porous medium fluid flow processes and the type of the medium of the reservoir, the porous medium can deform. Let $c_{\phi}(\mathbf{x})$ be the compressibility of the medium. The following constitutive relation is often used to model the porosity $\phi$ [1]

$$
\begin{equation*}
\phi=\phi_{r}(\mathbf{x}) \exp \left(c_{\phi}(\mathbf{x})\left(p-p_{r}\right)\right), \tag{1.4}
\end{equation*}
$$

where $\phi_{r}$ is the porosity of the medium at the reference pressure $p_{r}$.
Incorporating Eqs. (1.3) and (1.4) into the system (1.1), and introducing the mass flow rate $\boldsymbol{\sigma}=\rho \mathbf{u}$ as a primary variable, we obtain the following
system of PDEs for the pressure $p$ and the mass flow rate $\boldsymbol{\sigma}$

$$
\begin{align*}
S_{p}(\mathbf{x}, p) \frac{\partial p}{\partial t}+\nabla \cdot \boldsymbol{\sigma} & =q, & & \mathbf{x} \in \Omega, t \in(0, T] \\
\boldsymbol{\sigma} & =-\frac{\rho \mathbf{K}}{\mu(c)}(\nabla p-\rho g \nabla d), & & \mathbf{x} \in \Omega, t \in(0, T] \tag{1.5}
\end{align*}
$$

where $S_{p}(\mathbf{x}, p)$ is the storage term defined by

$$
\begin{equation*}
S_{p}(\mathbf{x}, p)=\frac{\partial(\phi \rho)}{\partial p}=\rho \phi(\mathbf{x}, p)\left(c_{\phi}(\mathbf{x})+c_{\rho}\right) \tag{1.6}
\end{equation*}
$$

The equation of mass conservation for the concerned component can be expressed in terms of the mass flow rate $\boldsymbol{\sigma}$ as

$$
\begin{equation*}
\frac{\partial(\phi \rho c)}{\partial t}+\nabla \cdot(\boldsymbol{\sigma} c-\mathbf{D}(\boldsymbol{\sigma}, p) \nabla c)=c^{*} q, \quad \mathbf{x} \in \Omega, \quad t \in(0, T], \tag{1.7}
\end{equation*}
$$

where $c^{*}$ is a prescribed concentration at sources or is equal to $c$ at sinks, $\mathbf{D}(\boldsymbol{\sigma}, p)$ is the diffusion-dispersion tensor that consists of molecular diffusion and (anisotropic velocity-dependent) mechanical dispersion

$$
\mathbf{D}(\boldsymbol{\sigma}, p)=d_{m} \phi \rho \mathbf{I}+d_{t}|\boldsymbol{\sigma}| \mathbf{I}+\frac{d_{l}-d_{t}}{|\boldsymbol{\sigma}|}\left(\begin{array}{cc}
\sigma_{x}^{2} & \sigma_{x} \sigma_{y}  \tag{1.8}\\
\sigma_{x} \sigma_{y} & \sigma_{y}^{2}
\end{array}\right)
$$

$\boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}\right), d_{m}$ is the molecular diffusion coefficient, $\mathbf{I}$ is the identity tensor, and $d_{t}$ and $d_{l}$ are the transverse and longitudinal dispersivities, respectively.

System (1.5) and (1.7) needs to be closed by the initial and boundary conditions. In petroleum reservoir simulation the boundary $\partial \Omega$ is typically impermeable, leading to no-flow boundary conditions of the form [5, 9 ]

$$
\begin{equation*}
\boldsymbol{\sigma} \cdot \mathbf{n}=0, \quad(\mathbf{D}(\boldsymbol{\sigma}, p) \nabla c) \cdot \mathbf{n}=0, \quad(\mathbf{x}, t) \in \partial \Omega \times[0, T] \tag{1.9}
\end{equation*}
$$

These conditions also arise in environmental modeling although other types of boundary conditions are possible [2]. For simplicity, we assume boundary conditions (1.9) and a rectangular domain $\Omega=\left(a_{x}, b_{x}\right) \times\left(a_{y}, b_{y}\right)$ [2] 9 .

If the fluid and the medium are incompressible, $\rho=$ constant and $\phi=$ $\phi(\mathbf{x})$. The system (1.5) and (1.7) is reduced to the mathematical model for incompressible fluid flow, which has been widely used previously [5, 4, 6].

Because diffusion or dispersion is often a small phenomenon relative to advection, Eq. (1.7) is an advection-diffusion equation with advection being the dominant phenomenon. Additional features of (1.5) and (1.7) include the singularities of the solutions at wells, discontinuous permeabilities and porosities, a large adverse mobility ratio in the flow processes that could cause viscous fingering phenomena, anisotropic dispersion in tensor form, as well as the enormous size of field-scale applications.

## 2 An ELLAM Scheme

We use a sequential decoupling and linearization technique for system (1.5) and (1.7), and a mixed finite element method to solve $p$ and $\boldsymbol{\sigma}$ from (1.5) [5] 6]. For simplicity, we describe only an ELLAM scheme for Eq. (1.7) assuming that the pressure $p$ and the mass flow rate $\boldsymbol{\sigma}$ in (1.7) are known.

The ELLAM was originally introduced by Celia, Russell, Herrera, and Ewing for the solution of (one-dimensional constant-coefficient) advectiondiffusion PDEs [3, 8. Let $0=t_{0}<t_{1}<\ldots<t_{n}<\ldots<t_{N-1}<t_{N}=T$ be a partition of the time interval $[0, T]$ with $\Delta t_{n}=t_{n}-t_{n-1}$. In the ELLAM formulation, we multiply (1.7) by space-time test functions $w$ that are continuous and piecewise smooth, vanish outside the space-time strip $\bar{\Omega} \times\left(t_{n-1}, t_{n}\right]$, and are discontinuous in time at time $t_{n-1}$. This yields a space-time weak formulation

$$
\begin{align*}
& \int_{\Omega} \phi \rho c\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x}+\int_{t_{n-1}}^{t_{n}} \int_{\Omega} \nabla w(\mathbf{y}, \theta) \cdot \mathbf{D}(\boldsymbol{\sigma}, p) \nabla c(\mathbf{y}, \theta) d \mathbf{y} d \theta \\
&-\int_{t_{n-1}}^{t_{n}} \int_{\Omega} c(\mathbf{y}, \theta)\left[\phi \rho \frac{\partial w(\mathbf{y}, \theta)}{\partial \theta}+\boldsymbol{\sigma} \cdot \nabla w(\mathbf{y}, \theta)\right] d \mathbf{y} d \theta  \tag{2.1}\\
&= \int_{\Omega} \phi \rho c\left(\mathbf{x}, t_{n-1}\right) w\left(\mathbf{x}, t_{n-1}^{+}\right) d \mathbf{x}+\int_{t_{n-1}}^{t_{n}} \int_{\Omega}\left(c^{*} q w\right)(\mathbf{y}, \theta) d \mathbf{y} d \theta
\end{align*}
$$

Here $w\left(\mathbf{x}, t_{n-1}^{+}\right)=\lim _{t \rightarrow t_{n-1}, t>t_{n-1}} w(\mathbf{x}, t)$ to take into the fact that $w(\mathbf{x}, t)$ is discontinuous in time at time $t_{n-1}$.

Careful analysis of various operator splittings in the ELLAM framework concludes that the test functions $w(\mathbf{y}, \theta)$ in (2.1) should be chosen to satisfy the hyperbolic part of the adjoint equation of (1.7) (e.g., see 3])

$$
\begin{equation*}
\phi \rho \frac{\partial w}{\partial \theta}(\mathbf{y}, \theta)+\boldsymbol{\sigma} \cdot \nabla w(\mathbf{y}, \theta)=0, \quad \mathbf{y} \in \Omega, \quad \theta \in\left[t_{n-1}, t_{n}\right] \tag{2.2}
\end{equation*}
$$

Equation (2.2) implies that the test functions $w(\mathbf{y}, \theta)$ should be constant along the characteristics $\mathbf{y}=\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$, defined by the differential equation

$$
\begin{align*}
\frac{d \mathbf{r}}{d \theta} & =\frac{\boldsymbol{\sigma}}{\phi \rho}, \quad \theta \in\left[t_{n-1}, t_{n}\right]  \tag{2.3}\\
\left.\mathbf{r}(\theta ; \mathbf{x}, t)\right|_{\theta=t} & =\mathbf{x}
\end{align*}
$$

In the ELLAM scheme, we choose the test functions $w\left(\mathbf{x}, t_{n}\right)$ to be piecewisebilinear functions for $\mathbf{x} \in \bar{\Omega}$ at time $t_{n}$ and define them by constant extension along the characteristics $\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$ to the space-time strip $\bar{\Omega} \times\left(t_{n-1}, t_{n}\right]$.

We enforce the Euler quadrature at time $t_{n}$ to evaluate the source and $\operatorname{sink}$ term in Eq. (2.1). Note that for any $(\mathbf{y}, \theta) \in \Omega \times\left[t_{n-1}, t_{n}\right]$, there exists an $\mathbf{x} \in \Omega$ such that $\mathbf{y}=\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$. We obtain

$$
\begin{align*}
& \int_{t_{n-1}}^{t_{n}} \int_{\Omega} c^{*}(\mathbf{y}, \theta) q(\mathbf{y}, \theta) w(\mathbf{y}, \theta) d \mathbf{y} d \theta \\
& \quad=\int_{\Omega} \int_{t_{n-1}}^{t_{n}} c^{*}\left(\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right), \theta\right) q\left(\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right), \theta\right) w\left(\mathbf{x}, t_{n}\right)\left|\frac{\partial(\mathbf{r}, \theta)}{\partial\left(\mathbf{x}, t_{n}\right)}\right| d \theta d \mathbf{y}  \tag{2.4}\\
& \quad=\Delta t_{n} \int_{\Omega} c^{*}\left(\mathbf{x}, t_{n}\right) q\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x}+E_{q}\left(c^{*}, w\right)
\end{align*}
$$

where $\left|\frac{\partial(\mathbf{r}, \theta)}{\partial\left(\mathbf{x}, t_{n}\right)}\right|=1+\mathcal{O}\left(t_{n}-\theta\right)$ is the Jacobian of the transformation, $E_{q}\left(c^{*}, w\right)$ is the local truncation error.

We can evaluate the diffusion-dispersion term similarly and obtain

$$
\begin{align*}
& \int_{t_{n-1}}^{t_{n}} \int_{\Omega} \nabla w(\mathbf{y}, \theta) \cdot \mathbf{D}(\boldsymbol{\sigma}, p) \nabla c(\mathbf{y}, \theta) d \mathbf{y} d \theta  \tag{2.5}\\
& \quad=\Delta t_{n} \int_{\Omega} \nabla w\left(\mathbf{x}, t_{n}\right) \cdot \mathbf{D}(\boldsymbol{\sigma}, p)\left(\mathbf{x}, t_{n}\right) \nabla c\left(\mathbf{x}, t_{n}\right) d \mathbf{x}+E_{\mathbf{D}}(c, w)
\end{align*}
$$

where $E_{\mathbf{D}}(c, w)$ is the local truncation error term.
Using Eq. (2.2), we see that the last term on the left-hand side of Eq. (2.1) vanishes along the characteristics $\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$ defined by Eq. (2.3). However, for a general mass flow rate field $\boldsymbol{\sigma}(\mathbf{x}, t)$, porosity $\phi(\mathbf{x}, p)$ and density $\rho(p)$, one cannot analytically solve the problem (2.3) to track $\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$ exactly. Hence, numerical means have to be used to approximate the characteristics. For linear transport PDEs where the fluid velocity is assumed to be a known smooth function, we were able to utilize an Euler or a Runge-Kutta quadrature to track the characteristics and to obtain accurate numerical solutions [11. For the coupled system (1.5) and (1.7), a semi-analytical tracking algorithm should be used [7]. When a numerical method is used to approximate the characteristics $\mathbf{r}\left(\theta ; \mathbf{x}, t_{n}\right)$, the last term on the left-hand side of Eq. (2.1) does not vanish. Nevertheless, it has been proven that dropping this term does not affect the optimal order convergence rate of the ELLAM scheme [10.

In the ELLAM scheme, we substitute (2.4) and (2.5) into Eq. (2.1) and $\operatorname{drop} E_{q}\left(c^{*}, w\right), E_{\mathbf{D}}(c, w)$, and the last term on the left-hand side of Eq. (2.1). We define the trial functions $c\left(\mathbf{x}, t_{n}\right)$ to be piecewise bilinear functions on $\bar{\Omega}$ at time step $t_{n}$ as in the standard finite element method. Note that the trial functions coincide with the test functions on $\bar{\Omega}$ at time level $t_{n}$. But the
trial functions $c$ are defined at time step $t_{n}$ only while the test functions $w$ are defined on the space-time strip $\bar{\Omega} \times\left(t_{n-1}, t_{n}\right]$ by constant extension along characteristics from $\bar{\Omega}$ at time $t_{n}$. This leads to the following ELLAM scheme

$$
\begin{align*}
\int_{\Omega} & \phi\left(\mathbf{x}, p\left(\mathbf{x}, t_{n}\right)\right) \rho\left(p\left(\mathbf{x}, t_{n}\right)\right) c\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x} \\
& +\Delta t_{n} \int_{\Omega} \nabla w\left(\mathbf{x}, t_{n}\right) \cdot \mathbf{D}\left(\boldsymbol{\sigma}\left(\mathbf{x}, t_{n}\right), p\left(\mathbf{x}, t_{n}\right)\right) \nabla c\left(\mathbf{x}, t_{n}\right) d \mathbf{x}  \tag{2.6}\\
= & \int_{\Omega} \phi\left(\mathbf{x}, p\left(\mathbf{x}, t_{n-1}\right)\right) \rho\left(p\left(\mathbf{x}, t_{n-1}\right)\right) c\left(\mathbf{x}, t_{n-1}\right) w\left(\mathbf{x}, t_{n-1}^{+}\right) d \mathbf{x} \\
& +\Delta t_{n} \int_{\Omega} c^{*}\left(\mathbf{x}, t_{n}\right) q\left(\mathbf{x}, t_{n}\right) w\left(\mathbf{x}, t_{n}\right) d \mathbf{x}
\end{align*}
$$

By using a characteristic tracking, the ELLAM scheme (2.6) significantly reduces the temporal truncation errors and generates accurate numerical solutions even if very large time steps are used. Moreover, the ELLAM scheme conserves mass [3], which is of essential importance in applications. Furthermore, the ELLAM scheme symmetrizes the transport PDE (1.7) and generates a 9 -banded, symmetric and positive definite coefficient matrix. Finally, except for the first term on the right-hand side, all other terms in (2.6) are standard in the finite element method and can be computed in a straightforward manner. In this term, the trial and test functions are actually defined at different time steps. Hence, the evaluation of this term is very challenging and raises various numerical difficulties. We refer interested readers to [11] for detailed implementational issues.

## 3 Numerical Experiments

In this section we apply the ELLAM scheme (2.6) to solve the system (1.5) and (1.7). The test problems are standard five spot pattern displacements in reservoir simulation. Example 1 is the simulation of an incompressible fluid flow in a rigid homogeneous medium, while Example 2 is the simulation of a compressible fluid flow in a compressible, heterogeneous medium. The (common) data in these experiments is as follows: The spatial domain $\Omega=$ $(0,1000) \times(0,1000) \mathrm{ft}^{2}$, the viscosity of oil $\mu_{o}=1.0 \mathrm{cp}$, the mobility ratio $M=41$. The injection well is located at the upper-right corner $(1000,1000)$ with an injection rate of $q=30 \mathrm{ft}^{2} /$ day and $c^{*}=1.0$. The production well is located at the bottom-left corner $(0,0)$ with a production rate of $q=30$ $\mathrm{ft}^{2} /$ day. A spatial grid of $\Delta x=\Delta y=50 \mathrm{ft}$, and a time step of $\Delta t=360$ days (one year) are used. Previously, the time steps used in these simulations


Figure 1: The concentration plots of invading component in Example 1.
range from a few days for the upwind finite difference method (UFDM) to one month for the modified method of characteristics (MMOC) [5, 6].

Example 1: Incompressible flow in a rigid homogeneous medium. In this example run, we choose the remaining data as follows: The porosity $\phi=0.1$, the permeability coefficients (diagonal entries) are $k_{x}=k_{y}=80 \mathrm{md}$, the molecular diffusion is $D_{m}=\phi d_{m}=0$, the longitudinal and transverse dispersions are $D_{l}=\phi d_{l}=4.0 \mathrm{ft}$ and $D_{t}=\phi d_{t}=0.4 \mathrm{ft}$, respectively. The initial concentration is $c_{0}(x, y)=0$. The contour plots for the concentration of the invading fluid at 5 and 10 years are presented in Fig. 1(a) and 1(b).
Example 2: Compressible flow in a compressible, heterogeneous medium. In this example run, the compressibility of the medium $c_{\phi}=$ 0.000001 , the reference density $\rho_{r}=0.8 \mathrm{~g} / \mathrm{cm}^{3}=49.942 \mathrm{lb} / \mathrm{ft}^{3}$, the compressibility of the fluid $c_{\rho}=0.0001$, the reference pressure $p_{r}=1 \mathrm{~atm} .=$ 14.696 psia, the initial pressure $p_{0}(x, y)=3000 \mathrm{psia}$, and the initial concentration $c_{0}(x, y)=0.0$. The subdomain $\Omega^{(1)}=(150,600) \times(150,600) \mathrm{ft}^{2}$. The remaining parameters on this subdomain are as follows: The reference porosity $\phi_{r}=0.09$, the permeability coefficients $k_{x}=k_{y}=35 \mathrm{md}$, the molecular diffusion coefficient $D_{m}=0.0 \mathrm{ft}^{2} /$ day, the longitudinal and transverse dispersions are $D_{l}=3.6 \mathrm{ft}$ and $D_{t}=0.36 \mathrm{ft}$, respectively. On the subdomain $\Omega^{(2)}=\Omega-\Omega^{(1)}$, the reference porosity $\phi_{r}=0.1$, the permeability coefficients $k_{x}=k_{y}=80 \mathrm{md}$, the molecular diffusion coefficient $D_{m}=0.0 \mathrm{ft}^{2} /$ day, the longitudinal and transverse dispersions are $D_{l}=4 \mathrm{ft}$ and $D_{t}=0.4 \mathrm{ft}$, res-


Figure 2: The concentration plots of invading component in Example 2.
pectively. The contour plots for the concentration of the invading fluid at 5 and 10 years are presented in Fig. 2(a) and 2(b).

These results show that the ELLAM scheme can accurately simulate incompressible and compressible fluid flows in porous media with wells, even though coarse spatial grids and very large time steps, which are one or two orders of magnitude larger than those used in many numerical methods, are used, implying a significantly improved efficiency and accuracy. The ELLAM scheme can treat large mobility ratios, discontinuous permeabilities and porosities, anisotropic dispersion in tensor form, and wells. The ELLAM scheme conserves mass.
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# Fast Convergent Algorithms for Solving 2D Integral Equations of the First Kind 
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#### Abstract

Based on Tikhonov's regularization method, this paper applies two fast convergent algorithms developed by the authors to solving 2 D integral equations of the first kind. The procedures of discretization and regularization are discussed. The numerical tests are presented to show high efficiency and numerical stability. The integral equations of the first kind can be seen in determination of capillary pressure functions.
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## 1 Introduction

In many application areas, such as determination of capillary pressure functions in porous media, signal reconstruction, image restoration, and operator identification [1, 2, 5, 3], we encounter integral equaitons of the first kind. As a genaral framework of dealing with inverse problems, equations of this kind are inherently ill-posed and solving them is time consuming. Thus some kind of regularization methods must be employed. So far, many efforts have been put to the 1D case [14, 9, 4, 10, 8, 13,16 , while few successful results have been obtained for the 2D case. The main difficulty lies in the huge amount of computation time in the iterative process of choosing an appropriate regularization parameter. This results in need for the study of fast convergent algorithms.

Let us consider the general 2D integral equation of the first kind

$$
\begin{equation*}
A z=\int_{a_{1}}^{b_{1}} \int_{c_{1}}^{d_{1}} K(x, y ; \xi, \eta) z(\xi, \eta) d \xi d \eta=u(x, y),(x, y) \in\left[a_{2}, b_{2}\right] \times\left[c_{2}, d_{2}\right] \tag{1.1}
\end{equation*}
$$

The kernal $K(\cdot, \cdot)$ is continuous and $A: W_{2}^{1}\left[a_{1}, b_{1} ; c_{1}, d_{1}\right] \rightarrow L^{2}\left[a_{2}, b_{2} ; c_{2}, d_{2}\right]$ is a bounded linear and compact operator. As known, when the range of $A$, i.e., $R(A)$, is not closed, (1.1) is ill-posed.

Generally speaking, the right-side member $u$ and the operator $A$ of (1.1) are roughly known. Suppose that the approximate version of the input data $(A, u)$ is $\left(A_{h}, u_{\delta}\right)$, with the error

$$
\begin{equation*}
\left\|A_{h}-A\right\| \leq h, \quad\left\|u-u_{\delta}\right\| \leq \delta, \quad h, \delta \geq 0 \tag{1.2}
\end{equation*}
$$

Due to the ill-posedness of this problem, we cannot take $z_{\eta}$ given by

$$
\begin{equation*}
z_{\eta}=\left(A_{h}\right)^{+} u_{\delta}, \quad \eta=(h, \delta) \tag{1.3}
\end{equation*}
$$

as the stable approximation to the exact solution of the problem (1.1):

$$
\begin{equation*}
z_{T}=A^{+} u \tag{1.4}
\end{equation*}
$$

where $A^{+}$and $A_{h}^{+}$denote the generalized inverses of the related operators. To get a stable approximation of the generalized solution of $A^{+} u_{\delta}\left(\right.$ or $\left.A_{h}^{+} u_{\delta}\right)$, we employ Tikhonov's regularization method, which consists of the steps

1. Constructing the regularized operator $R(u, \alpha)$;
2. Selecting the regularization parameter $\alpha=\alpha(\delta)$ (or $\alpha=\alpha(\delta, h)$ ) matching the error $\eta=(\delta, h)$ of the input data.

The regularized solution $R\left(u_{\delta}, \alpha\right)$ can be obtained by minimizing the smoothing functional

$$
\begin{equation*}
M^{\alpha}\left[z, u_{\delta}\right]=\left\|A z-u_{\delta}\right\|^{2}+\alpha \Omega[z], \quad \alpha>0 \tag{1.5}
\end{equation*}
$$

or

$$
\begin{equation*}
M^{\alpha}\left[z, u_{\delta}\right]=\left\|A_{h} z-u_{\delta}\right\|^{2}+\alpha \Omega[z], \quad \alpha>0 \tag{1.6}
\end{equation*}
$$

Obviously, the minimizer $z_{\delta}^{\alpha}$ or $z_{\eta}^{\alpha}$ must satisfy the Euler equation

$$
\begin{equation*}
\left(A^{*} A+\alpha \Omega^{\prime}\right) z=A^{*} u_{\delta} \tag{1.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(A_{h}{ }^{*} A_{h}+\alpha \Omega^{\prime}\right) z=A_{h}{ }^{*} u_{\delta} . \tag{1.8}
\end{equation*}
$$

As a posterior strategy, the regularization parameter should satisfy the socalled discrepancy equation [13, 12 ]

$$
\begin{equation*}
\phi(\alpha)=\left\|A z_{\delta}^{\alpha}-u_{\delta}\right\|^{2}-\delta^{2}=0 \tag{1.9}
\end{equation*}
$$

or the generalized discrepancy equation 15 ]

$$
\begin{equation*}
\phi(\alpha)=\left\|A_{h} z_{\eta}^{\alpha}-u_{\delta}\right\|^{2}-\left(\delta+h\left\|z_{\eta}^{\alpha}\right\|\right)^{2}=0 \tag{1.10}
\end{equation*}
$$

Here $A_{h}^{*}$ (or $A^{*}$ ) is the Hilbert-adjoint operator of $A_{h}$ (or $A$ ), $\Omega[\cdot]$ denotes the identity operator or the positively defined, linearly differentiable operator, and $\Omega^{\prime}[\cdot]$ denotes the Frechet derivative.

Denote the root of (1.9) or (1.10) as $\alpha=\alpha(\delta)$ or $\alpha=\alpha(\eta)$. Then the regularized solution $R\left(u_{\delta}, \alpha(\delta)\right)$ or $R\left(u_{\delta}, \alpha(\eta)\right)$ is the stable approximation to the exact solution $z_{T}$.

The paper is organized as follows. §2 discusses the discretization and regularization of (1.1). $\S 3$ presents two fast convergent algorithms for solving (1.9) or (1.10) and gives the related convergence theorem of the algorithms. The numerical tests are presented in $\S 4$ to compare the efficiency of the new algorithms with Newton's method.

## 2 Discretization and Regularization

We use a finite-difference method to discretize (1.1). Let the step sizes in the direction of $\xi, \eta, x$, and $y$ be $h_{1}, h_{2}, h_{3}$, and $h_{4}$, respectively. The difference scheme of (1.1) is

$$
\begin{equation*}
A z^{h_{1} h_{2}}=u^{h_{3} h_{4}} \tag{2.1}
\end{equation*}
$$

where

$$
h_{1}=\frac{b_{1}-a_{1}}{K}, h_{2}=\frac{d_{1}-c_{1}}{J}, h_{3}=\frac{b_{2}-a_{2}}{L}, h_{4}=\frac{d_{2}-c_{2}}{M}
$$

$K, J, L$, and $M$ are given positive integers, and

$$
\begin{aligned}
& u^{h_{3} h_{4}} \in L^{h_{3} h_{4}}=\left\{u^{h_{3} h_{4}} \mid u^{h_{3} h_{4}}=\left(u_{11}, u_{21}, \ldots, u_{L 1}, u_{12}, \ldots, u_{L M}\right)^{T}\right\}, \\
& u_{l m}=u\left(x_{l}, x_{m}\right), \quad l=1,2, \ldots, L, \quad m=1,2, \ldots, M \\
& z^{h_{1} h_{2}} \in W^{h_{1} h_{2}}=\left\{z^{h_{1} h_{2}} \mid z^{h_{1} h_{2}}=\left(z_{11}, z_{21}, \ldots, z_{K 1}, z_{12}, \ldots, z_{K J}\right)^{T}\right\}, \\
& z_{k j}=z\left(\xi_{k}, \eta_{j}\right), k=1,2, \ldots, K ; j=1,2, \ldots, J, \\
& A=\left(A^{l m}\right)_{L \times M}, A^{l m}=\left(A_{k j}^{l m}\right)_{K \times J} \\
& A_{k j}^{l m}=\int_{\xi_{k}}^{\xi_{k+1}} \int_{\eta_{j}}^{\eta_{j+1}} K\left(x_{l}, y_{m} ; \xi, \eta\right) d \xi d \eta .
\end{aligned}
$$

Define the norms $\|\cdot\|_{W}^{h_{1} h_{2}}$ and $\|\cdot\|_{L}^{h_{3} h_{4}}$ by

$$
\begin{aligned}
& \left\|z^{h_{1} h_{2}}\right\|_{W^{h_{1} h_{2}}}^{2}=\left(z^{h_{1} h_{2}}, z^{h_{1} h_{2}}\right)_{W^{h_{1} h_{2}}}, \\
& \left(z^{h_{1} h_{2}}, r^{h_{1} h_{2}}\right)_{W^{h_{1} h_{2}}}=\sum_{k=1}^{K} \sum_{j=1}^{J} h_{1} h_{2} z_{k j} \bar{r}_{k j}+\sum_{k=1}^{K} \sum_{j=1}^{J} h_{1} h_{2} \triangle z_{k j} \triangle \bar{r}_{k j}, \\
& \triangle z_{k j}=\frac{z_{k+1, j}-z_{k j}}{h_{1}}+\frac{z_{k, j+1}-z_{k j}}{h_{2}}, \\
& k=1,2, \ldots, K, \quad j=1,2, \ldots, J, \quad z_{k j}, r_{k j} \in W^{h_{1} h_{2}}, \\
& \left\|u^{h_{3} h_{4}}\right\|_{L^{h_{3} h_{4}}}^{2}=\left(u^{h_{3} h_{4}}, u^{h_{3} h_{4}}\right)_{L^{h_{3} h_{4}}} \\
& \left(u^{h_{3} h_{4}}, v^{h_{3} h_{4}}\right)_{L^{h_{3} h_{4}}}=\sum_{l=1}^{L} \sum_{m=1}^{M} h_{3} h_{4} u_{l m} \bar{v}_{l m}, u^{h_{3} h_{4}}, v^{h_{3} h_{4}} \in L^{h_{3} h_{4}},
\end{aligned}
$$

where $\bar{r}_{k j}$ and $\bar{v}_{l m}$ are the conjugates of $r_{k j}$ and $v_{l m}$, respectively.
We can show that $\left\|z^{h_{1} h_{2}}\right\|_{W_{2}^{1}}^{2}$ is the difference expression of $\|z(\xi, \eta)\|_{W_{2}^{1}}^{2}$ given by

$$
\|z(\xi, \eta)\|_{W_{2}^{1}}^{2}=\int_{a_{1}}^{d_{1}} \int_{c_{1}}^{d_{1}}\left(|z(\xi, \eta)|^{2}+\left|\frac{\partial z}{\partial \xi}+\frac{\partial z}{\partial \eta}\right|^{2}\right) d \xi d \eta
$$

Then the discrete regularized solution of (1.1) can be obtained by minimizing the discreted Tikhonov functional

$$
\begin{equation*}
M^{\alpha}\left[z^{h_{1} h_{2}}\right]=\left\|A z^{h_{1} h_{2}}-u^{h_{3} h_{4}}\right\|_{L^{h_{3} h_{4}}}^{2}+\alpha\left\|z^{h_{1} h_{2}}\right\|_{W^{h_{1} h_{2}}}^{2} . \tag{2.2}
\end{equation*}
$$

The following theorem is classical.
Theorem 2.1 For any $u^{h_{3} h_{4}} \in L^{h_{3} h_{4}}$ and any positive number $\alpha$, there exists a unique element $z_{\alpha}^{h_{1} h_{2}} \in W^{h_{1} h_{2}}$ such that

$$
\begin{equation*}
M^{\alpha}\left[z_{\alpha}^{h_{1} h_{2}}\right]=\inf M^{\alpha}\left[z^{h_{1} h_{2}}\right] \tag{2.3}
\end{equation*}
$$

and $z_{\alpha}^{h_{1} h_{2}}$ satisfy the Euler equation

$$
\begin{equation*}
\left(A^{*} A+\alpha B\right) z^{h_{1} h_{2}}=A^{*} u^{h_{3} h_{4}}, \tag{2.4}
\end{equation*}
$$

where $A^{*}$ is the adjoint matrix of $A$ and $B$ is in the form

$$
B=\frac{h_{3} h_{4}}{h_{2}}\left[\begin{array}{cccccc}
C & -H & & & & \\
-H & C & -H & & & \\
& -H & C & -H & & \\
& & \ddots & \ddots & \ddots & \\
& & & -H & C & -H \\
& & & & -H & C
\end{array}\right]_{L \times M}
$$

$$
\begin{aligned}
& C=\frac{h_{3} h_{4}}{h_{1}}\left[\begin{array}{cccc}
\frac{2\left(h_{1}^{2}+h_{2}^{2}\right.}{h_{1}^{2} h_{2}^{2}}+2 & \frac{-1}{h_{1}^{2}} & & \\
\frac{-1}{h_{1}^{2}} & \frac{2\left(h_{1}^{2}+h_{2}^{2}\right)}{h_{1}^{2} h_{2}^{2}}+2 & \frac{-1}{h_{1}^{2}} & \\
\ddots & \ddots & \ddots & \\
& \frac{-1}{h_{1}^{2}} & \frac{2\left(h_{1}^{2}+h_{2}^{2}\right)}{h_{1}^{2} h_{2}^{2}}+2 & \frac{-1}{h_{1}^{2}} \\
& & \frac{-1}{h_{1}^{2}} & \frac{2\left(h_{1}^{2}+h_{2}^{2}\right)}{h_{1}^{2} h_{2}^{2}}+2
\end{array}\right]_{K \times J}, \\
& H=\left[\begin{array}{lllll}
\frac{1}{h_{2}^{2}} & & & & \\
& \frac{1}{h_{2}^{2}} & & & \\
& & \ddots & & \\
& & & \frac{1}{h_{2}^{2}} & \\
& & & & \frac{1}{h_{2}^{2}}
\end{array}\right]_{K \times J} .
\end{aligned}
$$

For the proof, the first part is mainly based on the completeness of the space $W^{h_{1} h_{2}}$, while the remaining part is a common business of variational calculas.

We can see that $B$ is a 5 -diagonal matrix and is of the diagonal dominance, so $B$ is non-singular. Thus (17) can be rewritten as

$$
\begin{equation*}
\left(B^{-1} A^{*} A+\alpha I\right) z^{h_{1} h_{2}}=B^{-1} A^{*} u^{h_{3} h_{4}} \tag{2.5}
\end{equation*}
$$

It is more convenient to solve (2.5). By the way, (2.4) or (2.5) is a regularization of (2.1). Considering the huge amount of computation, solving it along with the discrepancy equation (1.9) or (1.10) is not easy. This urges us to find efficient methods to solve this problem.

## 3 Fast Convergent Algorithms

Without loss of generality, we only consider the method for solving equation (1.9). To do this, we first quote some results for the existence of the root and the convergence of the corresponding regularization solution $z_{\delta}^{\alpha}$. We define

$$
\begin{equation*}
\beta\left(\alpha ; u_{\delta}\right)=\left\|A z_{\delta}^{\alpha}-u_{\delta}\right\|, \tag{3.1}
\end{equation*}
$$

the discrepancy or discrepancy function of the approximate solution $z_{\delta}^{\alpha}$ [7], where $z_{\delta}^{\alpha}$ is the solution of (1.7).

The following theorems are useful in our further considerations.
Theorem 3.1 Assume that $u \in R(A)$ (the range of $A$ ) and the signal-tonoise ratio of the input data $u_{\delta}$ is $\left\|u_{\delta}\right\| / \delta>1$, i.e.,

$$
\begin{equation*}
\left\|u-u_{\delta}\right\| \leq \delta<\left\|u_{\delta}\right\| \tag{3.2}
\end{equation*}
$$

Then the function $\alpha \rightarrow \beta\left(\alpha ; u_{\delta}\right)$ is continuous and non-decreasing, and $\delta$ belongs to the range of the function.

From the above theorem, there exists a unique $\alpha^{*}=\alpha^{*}(\delta)$ satisfying the discrepancy equation

$$
\begin{equation*}
\beta\left(\alpha^{*}(\delta) ; u_{\delta}\right)=\delta, \tag{3.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\phi\left(\alpha^{*}(\delta)\right)=0 \tag{3.4}
\end{equation*}
$$

Theorem 3.2 Under the same conditions of Theorem 3.1, if the regularization parameter $\alpha=\alpha(\delta)$ is determined by (3.3) or (3.4), then we have

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} z_{\delta}^{\alpha(\delta)}=z_{T} \tag{3.5}
\end{equation*}
$$

The proof of the above theorems is analogous to that of the theorems in [7]. In addition, by differentiating the two sides of (1.7) with regard to $\alpha$ directly, we can easily obtain the following theorem.

Theorem 3.3 For any regularization parameter $\alpha>0$, the solution $z_{\delta}^{\alpha}$ of (1.7), along with the function $\phi(\alpha)$, is infinitely differentiable with respect to $\alpha$ and we have

$$
\begin{gather*}
\left(A^{*} A+\alpha \Omega^{\prime}\right)\left(z_{\delta}^{\alpha}\right)^{\prime}=-\Omega^{\prime} z_{\delta}^{\alpha}  \tag{3.6}\\
\left(A^{*} A+\alpha \Omega^{\prime}\right)\left(z_{\delta}^{\alpha}\right)^{(k)}=-k \Omega^{\prime}\left(z_{\delta}^{\alpha}\right)^{(k-1)}, \quad k=2,3, \ldots \tag{3.7}
\end{gather*}
$$

In principle, there are two ways to improve the efficiency and decrease the amount of computation in dealing with the discrepancy equation (1.9).

1. Try one's best to improve the convergence rate while solving the equation (1.9) by iterative methods. By making full use of the good property of the function $\phi(\alpha)$ (it is infinitely differentiable about $\alpha$ ) and the higher-order Taylor's expansion, we may construct algorithms which possess a higher-order convergence rate.
2. Associated with the above tactics, we should decrease the total amount of computation for evaluating the functions $\phi(\alpha), \phi^{\prime}(\alpha)$, and $\phi^{\prime \prime}(\alpha)$. This can be accomplished by Cholesky's decomposition, along with three times of the back substitution.

Let us state the iterative formulas of two algorithms.
Given, by truncating the Taylor expantion of $\phi(\alpha)$ after the $\left(\alpha-\alpha_{n}\right)^{3}$ term at $\alpha=\alpha_{n}$, we obtain the two iterative formulas.

## Iterative formula 1:

$$
\begin{equation*}
\alpha_{n+1}=\alpha_{n}-\frac{2 \phi\left(\alpha_{n}\right)}{\phi^{\prime}\left(\alpha_{n}\right)+\operatorname{sign}\left(\phi^{\prime}\left(\alpha_{n}\right)\right) \sqrt{\phi^{\prime}\left(\alpha_{n}\right)^{2}-2 \phi\left(\alpha_{n}\right) \phi^{\prime \prime}\left(\alpha_{n}\right)}} \tag{3.8}
\end{equation*}
$$

## Iterative formula 2:

$$
\begin{equation*}
\alpha_{n+1}=\alpha_{n}-\frac{\phi\left(\alpha_{n}\right)}{\phi^{\prime}\left(\alpha_{n}\right)}-\frac{\phi^{\prime \prime}\left(\alpha_{n}\right)}{2 \phi^{\prime}\left(\alpha_{n}\right)}\left(\frac{\phi\left(\alpha_{n}\right)}{\phi^{\prime}\left(\alpha_{n}\right)}\right)^{2} \tag{3.9}
\end{equation*}
$$

Below we see that the iterative formula (3.8) or (3.9) possesses the property of a third-order convergence rate. It should be pointed out that $\phi\left(\alpha_{n}\right)$, $\phi^{\prime}\left(\alpha_{n}\right)$, and $\phi^{\prime \prime}\left(\alpha_{n}\right)$ can be computed as follows:

$$
\begin{gather*}
\phi^{\prime}(\alpha)=-2 \alpha\left(\frac{d z_{\alpha}}{d \alpha}, z_{\alpha}\right)  \tag{3.10}\\
\phi^{\prime \prime}(\alpha)=-2\left(\frac{d z_{\alpha}}{d \alpha}, z_{\alpha}\right)-2 \alpha\left[\left(\frac{d z_{\alpha}}{d \alpha}, \frac{d z_{\alpha}}{d \alpha}\right)+\left(z_{\alpha}, \frac{d^{2} z_{\alpha}}{d \alpha^{2}}\right)\right] \tag{3.11}
\end{gather*}
$$

where $z_{\alpha}, d z_{\alpha} / d \alpha$, and $d^{2} z_{\alpha} / d \alpha^{2}$ can be obtained by solving a series of equations

$$
\begin{gather*}
\left(A^{*} A+\alpha_{k} \Omega^{\prime}\right) z_{\alpha_{k}}=A^{*} u_{\delta}  \tag{3.12}\\
\left(A^{*} A+\alpha_{k} \Omega^{\prime}\right) z_{\alpha_{k}}^{\prime}=-\Omega^{\prime} z_{\alpha_{k}}  \tag{3.13}\\
\left(A^{*} A+\alpha_{k} \Omega^{\prime}\right) z_{\alpha_{k}}^{\prime \prime}=-2 \Omega^{\prime} z_{\alpha_{k}}^{\prime} \tag{3.14}
\end{gather*}
$$

From (3.12)-(3.14) we can see that their differences only lie in the righthand side. This hints that, in one cycle of the iterations, by using Cholesky's decomposition only once with three times of back substitutions, the vectors $z_{\alpha_{k}}, z_{\alpha_{k}}^{\prime}$, and $z_{\alpha_{k}}^{\prime \prime}$ are obtained. In this way, the computation time is greatly saved.

Assume that the operator equation of the first kind (1.1) has been discretized and regularized. Then the iterative scheme can be given as follows.

## Algorithm 1.

step 1: input $\alpha_{0}, \delta, \epsilon, A$, and $u$, and set $k=0$;
step 2: Give a decomposition: $A^{T} A+\alpha_{k} \Omega^{\prime}=L_{k} L_{k}{ }^{T}$;
step 3: Solve the equation: $L_{k} y=A^{T} u_{\delta}, L_{k}{ }^{T} z_{\delta}^{\alpha_{k}}=y$;
step 4: Compute $\phi\left(\alpha_{k}\right)$, if $\left|\phi\left(\alpha_{k}\right)\right|<\epsilon$; then go to step 10;
step 5: Solve the equation: $L_{k} y=-z_{\delta}^{\alpha_{k}}, L_{k}{ }^{T}\left(z_{\delta}^{\alpha_{k}}\right)^{\prime}=y$;
step 6: Compute $\phi^{\prime}\left(\alpha_{k}\right)$, set $d_{k}=\frac{\phi\left(\alpha_{k}\right)}{\phi^{\prime}\left(\alpha_{k}\right)}$, and do the Newton step iteration

$$
\begin{equation*}
\alpha_{k}:=\alpha_{k}-d_{k} \tag{3.15}
\end{equation*}
$$

step 7: Solve the equation: $L_{k} y=-2\left(z_{\delta}^{\alpha_{k}}\right)^{\prime}, L_{k}{ }^{T}\left(z_{\delta}^{\alpha_{k}}\right)^{\prime \prime}=y$;
step 8: Compute $\phi^{\prime \prime}\left(\alpha_{k}\right)$ and set $\rho_{k}=\phi^{\prime}\left(\alpha_{k}\right)^{2}-2 \phi\left(\alpha_{k}\right) \phi^{\prime \prime}\left(\alpha_{k}\right)$; if $\rho_{k}<0$, then go to step 9 ; else, proceed with the another iteration

$$
\begin{equation*}
\alpha_{k}:=\alpha_{k}-\frac{2 \phi\left(\alpha_{k}\right)}{\phi^{\prime}\left(\alpha_{k}\right)+\operatorname{sgn}\left(\phi^{\prime}\left(\alpha_{k}\right)\right) \rho_{k}^{\frac{1}{2}}} \tag{3.16}
\end{equation*}
$$

step 9: Set $k:=k+1$ and go to step 2;
step 10: Set $\alpha^{*}=\alpha_{k}$ and $z_{\delta}^{\alpha^{*}}=z_{\delta}^{\alpha_{k}}$; stop.

## Algorithm 2.

steps $1-7,9$, and 10 are the same as in Algorithm 1; step 8 is changed as step 8:

$$
\begin{equation*}
\alpha_{k}:=\alpha_{k}-d_{k}^{2} \frac{\phi^{\prime \prime}\left(\alpha_{k}\right)}{2 \phi^{\prime}\left(\alpha_{k}\right)} . \tag{3.17}
\end{equation*}
$$

For the above two algorithms, we have the following convergence theorem.

Theorem 3.4 Assume that $\phi(\alpha)$ has a root at $\alpha=\alpha^{*}: \phi\left(\alpha^{*}\right)=0$. Then $\exists \epsilon>0$ such that, $\forall \alpha_{0} \in U\left(\alpha^{*}, \epsilon\right)$, the sequence $\left\{\alpha_{k}\right\}_{k=1}^{\infty}$ generated by Algorithms 1 and 2 converges at a third-order rate to $\alpha^{*}$.

For the proof of the theorem, see [16].


Figure 1: Convergent rate comparison and exact solution.

Notice that after the decomposition is obtained, the amount of computing the $k$ th order derivative $\phi^{(k)}(\alpha)$ is $O(n)$. Thus, in solving equation $C x=b$ and computing $\phi(\alpha), \phi^{\prime}(\alpha), \phi^{\prime \prime}(\alpha)$, their total amount of computation is about $n^{3} / 6$. Thus, by employing our new algorithms, the convergence rate is greatly improved and the CPU time is also greatly saved. Moreover, if we let $N$ denote the iterative steps of Newton's method and $M$ denote the iterative steps of the new algorithms, then as the order number $n$ is sufficiently large,
the ratio of the amounts of computation (so is the CPU time) is near to $N / M$.

For (1.10), our algorithms are also applicable. It needs only some modifications of the expression $\phi^{\prime}(\alpha)$ and $\phi^{\prime \prime}(\alpha)$.

## 4 Numerical Experiments and Conclusions

To compare the efficiency, we implement numerical experiments. Let us denote the Newton method as Newton and let new1 and new2 represent Algorithm 1 and Algorithm 2 based on (3.8) and (3.9), respectively. The numerical experiments are done with MATLAB on an IBM-PC machine.

Consider the integral equation (see [15])

$$
\begin{equation*}
A z=\int_{0}^{1} \int_{0}^{1} \exp \left\{-80\left[(x-s-0.5)^{2}+(y-t-0.5)^{2}\right]\right\} z(s, t) d a d t=g(x, y) \tag{4.1}
\end{equation*}
$$

where the kernal is $K(x, y ; s, t)=\exp \left\{-80\left[(x-s-0.5)^{2}+(y-t-0.5)^{2}\right]\right\}$, the interval is $[0,1] \times[0,1]$, and $x, y \in(0,2)$. The exact solution is

$$
\bar{z}(s, t)=\left(\frac{e^{-\frac{(s-0.3)^{2}}{0.03}}+e^{-\frac{s-0.7)^{2}}{0.03}}}{0.955040800}-0.052130913\right) e^{-\frac{(t-0.3)^{2}}{0.03}}
$$

We use the compound trapezoid formula to discretize (4.1). Suppose that $D=\{(s, t) \mid 0 \leq s \leq 1,0 \leq t \leq 1\}$ and the related points are equally spaced points:

$$
s_{i}=i h_{1}, h_{1}=1 / K, i=0,1, \ldots, K, t_{j}=j h_{2}, h_{2}=1 / J, j=0,1, \ldots, J
$$

Then a series of small rectangle are

$$
D_{i j}=\left\{(s, t) \mid s_{i} \leq s_{i+1}, t_{j} \leq t_{j+1}\right\}
$$

where $i=0,1, \ldots, K$ and $j=0,1, \cdots, J$.
Applying the trapezoid integral formula on each sub-rectangle, then the compound trapezoid formula of 2 D is found

$$
\begin{equation*}
\sum_{l=0}^{L} \sum_{m=0}^{M} A_{K J} z\left(s_{l}, t_{m}\right)=g\left(x_{l}, y_{m}\right) \tag{4.2}
\end{equation*}
$$

where

$$
A_{K J}=\frac{1}{4 K J} \sum_{i=0}^{K} \sum_{j=0}^{J} p_{i j} K\left(x_{l}, y_{m} ; s_{i}, t_{j}\right)
$$



Figure 2. Computed solutions.
and $p_{i j}, i=0,1,2, \ldots, K, j=0,1,2, \ldots, J$, are the elements of matrix $P$ : $P=\left(p_{i j}\right)_{(K+1) \times(J+1)}$, with

$$
P=\left[\begin{array}{ccccccc}
1 & 2 & 2 & \ldots & 2 & 2 & 1 \\
2 & 4 & 4 & \ldots & 4 & 4 & 2 \\
2 & 4 & 4 & \ldots & 4 & 4 & 2 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots \\
2 & 4 & 4 & \ldots & 4 & 4 & 2 \\
2 & 4 & 4 & \ldots & 4 & 4 & 2 \\
1 & 2 & 2 & \ldots & 2 & 2 & 1
\end{array}\right]
$$

So the discrete matrix is

$$
\begin{equation*}
\left(A_{K J}\right)_{L \times M} z^{h_{1} h_{2}}=g^{h_{3} h_{4}} \tag{4.3}
\end{equation*}
$$

Due to the ill-posedness of (4.1), $\left(A_{K J}\right)_{L \times M}$ is ill-conditioned. Thus we should employ a regularization method to get its stable numerical solution. In addition, to compare the stability of the above three algorithms, we give a strong perturbation to the right-hand member of (4.3):

$$
g_{\delta_{k}}^{h_{3} h_{4}}=g_{k}^{h_{3} h_{4}}+g_{k}^{h_{3} h_{4}} \delta \sin \left(\omega t_{k}\right),
$$

where $\omega=500$. Let $\delta=5.9161 e-6$ and $\alpha_{0}=0.001$. The results are shown in Figs. 1 and 2 and Table 1.

The left figure in Fig. 1 is the convergent rate comparison of three algorithms and illustrates that new1 and new2 converge to the regularized solution more rapidly than Newton. Meanwhile new1 is the fastest one. Under the case that $K=J=L=M=35$, the concrete computed results of the three algorithms are shown in Table 1.

The numerical test also indicates that the three algorithms all converge well. They are not sensitive to the perturbation of the right-hand member. This can be seen from the right figure in Fig. 1 (the exact solution of the integral equation with disturbing right-hand members of new1 method) and the left figure in Fig. 2 (the computed solution of the integral equation with disturbing right-hand members of new1 method). The right figure in Fig. 2 (the computed solution of the integral equation with disturbing right-hand members without using the regularization method) illustrates that without using the regularization method, the computed solution cannot be accepted.

| Algorithms | iterative steps | time consuming | $\alpha^{*}$ | relative error |
| :---: | :---: | :---: | :---: | :---: |
| Newton | 13 | 1.04 | $1.2502 \mathrm{e}-6$ | $2.6440 \mathrm{e}-7$ |
| new 1 | 4 | 0.38 | $1.2502 \mathrm{e}-6$ | $2.6438 \mathrm{e}-7$ |
| new 2 | 10 | 0.99 | $1.2502 \mathrm{e}-6$ | $2.6438 \mathrm{e}-7$ |

Table 1. Comparison of three algorithms at $K=J=L=M=35$.
In summary, the new algorithms for solving 2 D integral equations of the first kind in this paper are stable and effective and new1 may be used as a good solver. In the future, we will consider the 3-D case and the nonlinear case.
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# A Two-Grid Finite Difference Method for Nonlinear Parabolic Equations 
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#### Abstract

A two-level finite difference scheme is given for the approximation of nonlinear parabolic equations. The analysis of the scheme is given by assuming an implicit time discretization. In this two-level scheme the full nonlinear problem is solved on a coarse grid of size $H$. The nonlinear term is expanded about the coarse grid solution and an approximate interpolation operator is used to provide values of the coarse grid solution on the fine grid in terms of superconvergent node points. The nonlinear equations analyzed arise in the flow and transport processes of fluids in porous media and the analysis carried out applies to the numerical simulation of these processes.
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## 1 Introduction

We consider a finite difference scheme for the nonlinear parabolic differential equation

$$
\begin{array}{ll}
\frac{\partial p}{\partial t}-\nabla \cdot(K(x, p) \nabla p)=f(t, x) & \text { in } \quad(0, T] \times \Omega \\
p(0, x)=p^{0}(x) & \text { in } \Omega  \tag{1.1}\\
-(K(p) \nabla p) \cdot \nu=g & \text { on } \quad(0, T] \times \Gamma
\end{array}
$$

where $\Omega$ is a rectangular domain in $\mathcal{R}^{d}(d=1,2$ or 3$)$ with boundary $\Gamma, \nu$ is the outward unit normal vector on $\Gamma$, and $K: \Omega \times \mathcal{R} \rightarrow \mathcal{R}^{d \times d}$ is a symmetric, positive definite second-order diagonal tensor, i.e., $K=\operatorname{diag}\left(k_{l l}\right), l=$ $1, \ldots, d$.

To avoid time-step constrains, it is often preferable to solve (1.1) implicitly in time. However, for fine meshes, the resulting large systems of nonlinear equations can be expensive to solve. To decrease the amount of work necessary to solve (1.1), we consider a two-level method where the nonlinear

[^8]problem is solved only on a coarse grid of diameter H and a linear problem is solved on a fine grid of diameter $h \ll H$. On the fine grid, we approximate $K(p)$ by a first-order Taylor expansion about the solution from the coarse grid. Thus, instead of solving a large nonlinear problem on the fine grid, we solve a small nonlinear problem on the coarse grid and a large linearized problem on the fine grid.

## 2 A Coarse Grid Nonlinear Finite Difference

Let $H_{s}(\Omega)$, for a positive integer $s$, be the Sobolev space $W_{2}^{s}(\Omega)$. Denote the inner product in $H_{s}$ by

$$
(f, g)_{s}=\sum_{|\alpha| \leq s} \int_{\Omega} D^{\alpha} f \cdot D^{\alpha} g d \Omega
$$

where $f, g \in H_{s}(\Omega)$. We denote by $\mathcal{C}^{p, 1}(\Omega)$ the space of functions whose $p$ th spatial derivative is Lipschitz continuous.

Let $V=H(\Omega, \operatorname{div})=\left\{v \in\left(L^{2}(\Omega)^{d}: \nabla \cdot v \in L^{2}(\Omega)\right\}\right.$ and $W=L^{2}(\Omega)$. We denote the subspaces of $V$ containing functions with normal traces weakly equal to 0 and $g^{n}$ as $V^{0}$ and $V^{n}$, respectively.

We consider two quasi-uniform triangulations of $\Omega$, a coarse triangulation with mesh size $H$ denoted by $\tau_{H}$ and a refinement of this triangulation with mesh size $h$ denoted by $\tau_{h}$. We consider the lowest-order RTN space on rectangles. Thus, on an element $E \in \tau_{k}, k=h$ or $H$, we have

$$
\begin{aligned}
& V_{k}(E)=\left\{\left(\alpha_{1} x_{1}+\beta_{1}, \alpha_{2} x_{2}+\beta_{2}, \alpha_{3} x_{3}+\beta_{3}\right)^{T}: \alpha_{i}, \beta_{i} \in \mathcal{R}\right\} \\
& W_{k}(E)=\{\alpha: \alpha \in \mathcal{R}\}
\end{aligned}
$$

Define $v_{k}^{0}=V^{0} \bigcap V_{k}$ and $V_{k}^{n}=V^{n} \bigcap V_{k}$. We use the standard nodal basis, where for $V_{k}$ the nodes are at the midpoints of edges or faces of the elements, and for $W_{k}$ the nodes are the centers of the elements. We define discrete products corresponding to the application of the midpoint (M), trapezoidal ( T ), and midpoint by trapezoidal (TM) quadrature rules, and denote the associated norms by $\|\cdot\|_{r}$ and the error in approximating an integral by the given rule by $E_{T}(q, r)=(q, r)-(q, r)_{T}$. The error in approximating an integral by either the trapezoidal or the trapezoidal by midpoint rule is

$$
\left|E_{Q}(q, v)\right| \leq C \sum_{E \in \tau_{h}} \sum_{|\alpha|=2}\left\|\frac{\partial^{\alpha}}{\partial x^{\alpha}}(q, v)\right\|_{L^{1}(E)} h^{2}
$$

For any $\phi \in L^{2}(\Omega)$, let $\widehat{\phi}_{k}$ denote the $L^{2}$ projection of $\phi$ onto $W_{k}$; i.e.,

$$
(\phi, w)=\left(\widehat{\phi}_{k}, w\right) \quad \forall w \in W_{k}
$$

This $L^{2}$ projection operator has the approximation property for $\phi \in H^{j}(\Omega)$

$$
\|\widehat{\phi}-\phi\| \leq C\|\phi\|_{j} k^{j}, \quad 0 \leq j \leq 1, \quad k=h \text { or } H
$$

Associated with the RTN mixed finite element spaces is the projection operator $\Pi:\left(H^{1}(\Omega)\right)^{d} \rightarrow V_{k}$, defined by

$$
(\nabla \cdot(\Pi q), w)=(\nabla \cdot q, w) \quad \forall w \in W_{k}
$$

with the approximation properties

$$
\|q-\Pi q\| \leq C\|q\|_{1} k, \quad\|\nabla \cdot(q-\Pi q)\| \leq C\|\nabla \cdot q\|_{1} k
$$

Furthermore, by the definition of $\Pi q$ and the midpoint rule of integration, we have that the error in the first component of the projection evaluated at the center of a grid block side is given by

$$
\left|(\Pi q)^{x}-q^{x}\right|_{\left(x_{i+1 / 2}, y_{j}\right)} \leq C h^{2}\left\|q^{x}\right\|_{W_{2}^{\infty}(\Omega)}
$$

Using this estimate, we can bound the $L^{\infty}$ norm of the projection by

$$
\|\Pi q-q\|_{L^{\infty}(\Omega)} \leq C h\|q\|_{W_{2}^{\infty}(\Omega)}
$$

In the expanded mixed formulation of (1.1), we define the variable $\tilde{u}=$ $-\nabla p$ and $u=K(p) \tilde{u}$. The analysis uses the estimate

$$
\left\|\Pi u^{n}-u^{n}\right\|_{T M}+\left\|\Pi \tilde{u}^{n}-\tilde{u}^{n}\right\|_{T M} \leq C k^{2}\|\tilde{u}\|_{2} .
$$

For the lowest-order RTN spaces on rectangles, for any $q=\left(q^{x}, q^{y}\right) \in$ $H^{1}(\Omega)$ and $E \in \tau_{k}$,

$$
\left\|\frac{\partial}{\partial x}(\Pi q)^{x}\right\|_{L^{2}(E)} \leq\left\|\frac{\partial q^{x}}{\partial x}\right\|_{L^{2}(E)}, \quad\left\|\frac{\partial}{\partial y}(\Pi q)^{y}\right\|_{L^{2}(E)} \leq\left\|\frac{\partial q^{y}}{\partial y}\right\|_{L^{2}(E)} .
$$

We uses the auxiliary variables, $\tilde{u}^{n}$ and $u^{n}$, defined by

$$
\tilde{u}^{n} \equiv-\nabla p^{n}, \quad u^{n} \equiv K\left(p^{n}\right) \tilde{u}^{n}
$$

The problem is to find $\left(p^{n}, \tilde{u}^{n}, u^{n}\right) \in(W \times V \times V)$ satisfying

$$
\begin{align*}
& \left(p_{t}^{n}, w\right)+\left(\nabla \cdot u^{n}, w\right)=\left(f^{n}, w\right) \quad \forall w \in W \\
& \left(\tilde{u}^{n}, v\right)=\left(p^{n}, \nabla \cdot v\right) \quad \forall v \in V_{H}^{0}  \tag{2.1}\\
& \left(u^{n}, v\right)=\left(K\left(p^{n}\right) \tilde{u}^{n}, v\right) \quad \forall v \in V
\end{align*}
$$

We choose cell-centered finite difference approximations $P_{H}^{n} \in W_{H}, \tilde{U}_{H}^{n} \in V_{H}$, and $U_{H}^{n} \in V_{H}^{n}$ to the functions $p\left(t^{n}, \cdot\right), \tilde{u}\left(t^{n}, \cdot\right)$, and $u\left(t^{n}, \cdot\right)$, respectively, for each $n=1, \ldots, N$, satisfying

$$
\begin{align*}
& \left(d_{t} P_{H}^{n}, w\right)+\left(\nabla \cdot U_{H}^{n}, w\right)=\left(f^{n}, w\right) \quad \forall w \in W_{H}, \\
& \left(\tilde{U}_{H}^{n}, v\right)_{T M}=\left(P_{H}^{n}, \nabla \cdot v\right) \quad \forall v \in V_{H}^{0},  \tag{2.2}\\
& \left(U_{H}^{n}, v\right)_{T M}=\left(K\left(\mathcal{P}_{H}\left(P_{H}^{n}\right)\right) \tilde{U}_{H}^{n}, v\right)_{T} \quad \forall v \in V_{H} .
\end{align*}
$$

and we take $P_{H}^{0}=\widehat{p}_{H}\left(t^{0}, \cdot\right)$. We define $\mathcal{P}_{H}(p)$ from the values of $p_{i j}$ for $i=1, \ldots, \widehat{N}_{x}$ and $j=1, \ldots, \widehat{N}_{y}$ by the bilinear interpolation operator. If $p$ is twice differentiable in space, for $\mathcal{P}_{h}(p)$ we have

$$
\left\|\mathcal{P}_{H}(p)-p\right\|_{\infty} \leq C H^{2}
$$

Theorem 2.1 Assume $f^{n} \in L^{2}(\Omega)$ for each $n$ and $K$ is continuously differentiable in its arguments. Then, for $\Delta t$ sufficiently small, there exists a unique solution to problem (2.2).

We make the smoothness assumptions
(H1) $\quad f \in W_{\infty}^{1}\left(0, T ; L^{2}(\Omega)\right)$;
(H2) $\quad K_{l l}(x, p) \in C^{1}(\bar{\Omega} \times \mathcal{R}) \bigcap W_{\infty}^{2}(\Omega \times \mathcal{R}), l=1, \ldots, d$, and $K_{l l}$ and $\frac{\partial K_{l l}}{\partial p}$ are uniformly Lipschitz continuous in $p$;
(H3) There exist positive constants $K_{*}$ and $K^{*}$ such that, for $z \in \mathcal{R}^{d}$,

$$
\begin{equation*}
K_{*}\|z\|^{2} \leq z^{t} K(x, p) z \leq K^{*}\|z\|^{2}, \quad x \in \Omega, p \in \mathcal{R} ; \tag{H4}
\end{equation*}
$$

(H5) $\quad u, \tilde{u} \in W_{\infty}^{2}\left(0, T ; C^{1}(\bar{\Omega})\right)^{d} \bigcap W_{\infty}^{2}\left(0, T ; W_{\infty}^{2}(\Omega)\right)^{d}$.
Theorem 2.2 For each $n=1, \ldots, N$, let $\left(\underline{p}_{H}^{n}, \underline{\tilde{U}}_{H}^{n}, \underline{U}_{H}^{n}\right) \in\left(W_{H} \times V_{H} \times V_{H}^{n}\right)$ satisfy

$$
\begin{aligned}
& \left(\nabla \cdot \underline{U}_{H}^{n}, w\right)=\left(b^{n}, w\right) \quad \forall w \in W_{H}, \\
& (\underline{\tilde{U}}, v)_{T M}=\left(\underline{P}_{H}^{n}, \nabla \cdot v\right) \quad \forall v \in V_{H}^{0}, \\
& \left(\underline{U}_{H}^{n}, v\right)_{T M}=\left(K\left(\mathcal{P}_{H}\left(p^{n}\right)\right) \tilde{U}_{H}^{n}, v\right)_{T} \quad \forall v \in V_{H},
\end{aligned}
$$

with $b^{n}=f^{n}-p_{t}^{n}$ and $\underline{P}_{H}^{0}=\hat{P}_{H}^{0}$. Then, under assumptions (H1)-(H5),

$$
\begin{aligned}
& \left\|\underline{U}_{H}^{n}-u^{n}\right\|_{T M}+\left\|\tilde{U}_{H}^{n}-\bar{u}^{n}\right\|_{T M}+\left\|\underline{P}_{H}^{n}-p^{n}\right\|_{M} \leq C H^{2} \\
& \left\|d_{t} \underline{P}_{H}^{n}-d_{t} p^{n}\right\|_{M} \leq C\left(H^{2}+\Delta t\right)
\end{aligned}
$$

We have the theorem about the convergence of the above difference scheme
Theorem 2.3 Let $P_{H}^{n}, \tilde{U}_{H}^{n}$, and $U_{H}^{n}, n=1, \ldots, N$ be defined by equation (2.1) with the initial value $P_{H}^{0}=\tilde{p}_{H}\left(t^{0}, \cdot\right)$. Assume that (H1)-(H5) hold. Then there exists a positive constant $C$, independent of $H$ and $\Delta t$, such that

$$
\left\|P_{H}^{N}-P^{N}\right\|_{M}+\left\{\Delta t \sum_{n=1}^{N} K_{*}\left\|\tilde{U}_{H}^{n}-\tilde{u}\right\|_{T}^{2}\right\}^{1 / 2} \leq C\left(H^{2}+\Delta t\right)
$$

## 3 Fine Grid Linear Scheme

We now consider a linear cell-centered finite difference scheme on the fine grid where we make use of the nonlinear solution on the coarse grid. We solve the problem for $P_{h}^{n} \in W_{h}, \tilde{U}_{h}^{n} \in V_{h}, U_{h}^{n} \in V_{H}^{n}, n=1, \ldots, N$,

$$
\begin{aligned}
& \left(d_{t} P_{h}^{n}, w\right)=-\left(\nabla \cdot U_{h}^{n}, w\right)+\left(f^{n}, w\right) \quad \forall w \in W_{h}, \\
& \left(\tilde{U}_{h}^{n}, v\right)_{T M}=\left(P_{h}^{n}, \nabla \cdot v\right), \\
& \left(U_{h}^{n}, v\right)_{T M}=\left(K\left(\mathcal{P}_{H}\left(P_{H}^{n}\right)\right) \tilde{U}_{h}^{n}, v\right)_{T}, \\
& \quad+\left(K_{p}\left(\mathcal{P}_{H}\left(P_{H}^{n}\right)\right) \mathcal{Q}_{H}\left(\tilde{U}_{H}^{n}\right)\left(\mathcal{P}_{H}\left(P_{h}^{n}\right)-\mathcal{P}_{H}\left(P_{H}^{n}\right)\right), v\right)_{T} \quad \forall v \in V_{h} .
\end{aligned}
$$

We define $\mathcal{Q}_{H}(\tilde{u})$ as a vector quantity with entries $\mathcal{Q}_{H}^{x}\left(\tilde{u}^{x}\right)$ and $\mathcal{Q}_{H}^{y}\left(\tilde{u}^{y}\right)$. The entry $\mathcal{Q}_{H}^{x}\left(\tilde{u}^{x}\right)$ is defined from the values of $\tilde{u}_{i+1 / 2, j}^{x}$ for $i=0, \ldots, \widehat{N}_{x}$ and $j=1, \ldots, \widehat{N}_{y}$ as follows. For points $(x, y)$ such that $x_{i-1 / 2} \leq x \leq x_{i+1 / 2}$, $i \in\left\{1, \ldots, \widehat{N}_{x}\right\}$ and $y_{j} \leq y \leq y_{j+1}, j \in\left\{1, \ldots, \widehat{N}_{y}\right\}$, we take $\mathcal{Q}_{H}^{x}\left(\tilde{u}^{x}\right)$ to be the bilinear interpolate of $\tilde{u}_{i-1 / 2, j}^{x}, \tilde{u}_{i+1 / 2, j}^{x}, \tilde{u}_{i-1 / 2, j+1}^{x}$, and $\tilde{u}_{i+1 / 2, j+1}^{x}$. This leaves a strip half a cell in height along the top and bottom of the domain. We consider the bottom strip. For $i=0, \ldots \hat{N}_{x}$, set

$$
\mathcal{Q}_{H}^{x}\left(\tilde{u}^{x}\right)\left(x_{i+1 / 2}, y_{1 / 2}\right)=\left(2 H_{1}^{y}+H_{2}^{y}\right) \tilde{u}_{i+1 / 2,1}^{x}-H_{1}^{y} \tilde{u}_{i+1 / 2,2}^{x} /\left(H_{1}^{y}+H_{2}^{y}\right) .
$$

For other points, an analogous interpolation definition is defined. We have the theorem about the convergence of the above linear finite difference scheme.

Theorem 3.1 Let $P_{h}^{n}, \tilde{U}_{h}^{n}$, and $U_{h}^{n}, n=1, \ldots, N$, be defined by equation (2.2) with the initial value $P_{h}^{0}=\hat{p}_{h}\left(t^{0}, \cdot\right)$. Assume that (H1)-(H5) hold and that $H$ and $\Delta t H^{-d / 2}$ are sufficiently small. Then there exists a positive constant $C$, independent of $h, H$, and $\Delta t$ such that

$$
\left\|P_{h}^{N}-p^{N}\right\|_{M}+\left\{\Delta t \sum_{n=1}^{N} K_{*}\left\|\tilde{U}_{h}^{n}-\tilde{u}^{n}\right\|_{T}^{2}\right\}^{1 / 2} \leq C\left(H^{4-d / 2}+h^{2}+\Delta t\right)
$$

## 4 Conclusions

We have presented and derived error estimates for a two-level finite difference scheme for nonlinear parabolic equations and have shown and optimal-order convergence in both $H^{1}$ and $L^{2}$ for the coarse and fine grids. We remark that we have only considered the case of the Neumann boundary condition and a diagonal tensor $K$.

The estimates derived in this paper use the inverse estimate to bound the $L^{\infty}$-norm in terms of the $L^{2}$-norm. As a result, our estimates may not be as sharp as possible. However, no better $L^{\infty}$ estimates exist at this time for the expanded mixed finite element method.

The two-level scheme described above could be extended by adding levels and expanding about the next coarse solution in the nonlinear term at each new level. This corresponds to adding more Newton-like iterations with each iteration taking place on the next finer grid. This possibility is under investigation. We are currently implementing these two-level methods for equations of interest to flow in porous media.
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#### Abstract

The ageostrophic vertical velocity field for the mesoscale dynamics of the Alboran Sea is determined by means of synoptic data and numerical solution of the omega equation. For the stationary, horizontal geostrophic velocity field, a fourth-order, compact operator differentiation is used. The vertical ageostrophic flow is determined by means of a numerical solution of the omega equation with a $Q$ vector formulation, solved by means of a fourth-order accurate, compact operator method. The numerical results confirm that on a macroscale, upward motion occurs upstream of the anticyclonic rotation while downward motion mesoscale takes place downstream.
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## 1 Introduction

The geographical location of the Alboran Sea between the South of Spain and the North of Africa, receiving water from the Atlantic Ocean (AO) through the Strait of Gibraltar, makes its study of fundamental importance for the research of the superficial circulation on the Western basin of the Mediterranean Sea. An expedition made in July 1993 shows the picture: the Atlantic jet from the AO proceeds as a wave to the East generating two anticiclonic gyres where the water from the AO accumulates near the African coast, the so called West (WE) and East (EE) gyres, which are separated by Cape Tres Focas and the Alboran Island [1]. The WE, which has also been found by other expeditions, is known to be permanent but there is some controversy related to the EE, which may be seasonal.

The data for the temperature and salinity distribution found in the Alboran Sea are synoptic, showing the general situation, but incapable to track the temporal evolution, and staggered, so these data have been filtered and

[^9](c) Springer-Verlag Berlin Heidelberg 2000
interpolated on a regular grid as shown in [1], to study the stationary state of the fluid. From the experimental data the pressure/density ratio $\Delta \phi\left[\mathrm{m}^{2} / \mathrm{s}^{2}\right]$ and the Brunt-Väisäla frequency $N\left[s^{-1}\right]$ are obtained every 5 meters from 2 to 202 m , in a regular grid of $10 \times 10 \mathrm{~km}$. In this paper these data have been used to obtain the stationary, horizontal geostrohpic velocity field in the Alboran Sea by means of a compact operator differentiation of fourth-order accuracy.

The estimation of the vertical velocity yields information on the exchanges of heat and salt near the surface of the ocean and is responsible for the vertical transport and distribution of nutrients and plackton [4]. As direct measures of vertical velocities are difficult, the solution of the omega equation can be used. In this paper the quasigeostrophic omega equation 2, 3, 3, valid in regions of low dynamics and Rossby numbers, is solved by means of a fourthorder accurate, compact operator method [6]. It is standard to close this numerical method using homogeneous Dirichlet boundary conditions [8, 7].

When the horizontal velocities are smaller in one direction than in the other, the three-dimensional omega equation can be simplified to a twodimensional omega equation for the stream function. A compact operator method has also been developed for this equation. Dirichlet boundary conditions have been used except for upstream and downstream, for which Roache, the null second-order derivative of the stream function, and Neumann, respectively, boundary conditions are used due to their better accuracy [5].

In $\S 2$, the equations relevant to the problem studied in this paper are presented. $\S 3$ is devoted to the presentation of the numerical, fourth-order, compact operator methods developed in this paper. $\S 4$ shows the main results obtained in this paper. Finally, the last section is devoted to the presentation of conclusions.

## 2 Presentation of the Problem

When the Coriolis forces approximately balance with pressure gradients, the flow field $\mathbf{U}=(U, V, W)$ can be separated in a geostrophic and quasigeostrophic flow as

$$
U=U_{g}+u_{a}, \quad V=V_{g}+v_{a}, \quad W=w \equiv w_{a}
$$

where $|W| \ll|U|,|V|,\left|u_{a}\right| \ll\left|U_{g}\right|$, and $\left|v_{a}\right| \ll\left|V_{g}\right|$.

The geostrophic field can be calculated from the dynamic height using the expressions [3]:

$$
\begin{equation*}
U_{g}=-\frac{1}{f} \frac{\partial \Delta \phi}{\partial y}, \quad V_{g}=\frac{1}{f} \frac{\partial \Delta \phi}{\partial x} \tag{2.1}
\end{equation*}
$$

where $f=2 \Omega \sin \psi$ is the local frequency of rotation of the Earth at latitude $\psi \approx 36^{\circ}$ at the center of Alboran Sea and $f=8.55 \times 10^{-5}\left[s^{-1}\right]$.

The steady-state omega equations for the quasi-geostrophic flow are as follows [2, 3]:

$$
\begin{equation*}
\frac{\partial\left(N^{2} w\right)}{\partial x}-f^{2} \frac{\partial u_{a}}{\partial z}=Q^{x}, \quad \frac{\partial\left(N^{2} w\right)}{\partial y}-f^{2} \frac{\partial v_{a}}{\partial z}=Q^{y}, \quad \frac{\partial u_{a}}{\partial x}+\frac{\partial v_{a}}{\partial y}+\frac{\partial w}{\partial z}=0 \tag{2.2}
\end{equation*}
$$

where the potential vorticity $Q$ is obtained from the geostrophic flow as

$$
Q^{x}=2 f\left(\frac{\partial V_{g}}{\partial x} \frac{\partial U_{g}}{\partial z}+\frac{\partial V_{g}}{\partial y} \frac{\partial V_{g}}{\partial z}\right), \quad Q^{y}=-2 f\left(\frac{\partial U_{g}}{\partial x} \frac{\partial U_{g}}{\partial z}+\frac{\partial U_{g}}{\partial y} \frac{\partial V_{g}}{\partial z}\right) .
$$

A simple omega equation for the vertical velocity flow can be easily obtained using the continuity equation in (2.2), yielding

$$
\begin{equation*}
f^{2} \frac{\partial^{2} w}{\partial z^{2}}+\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)\left(N^{2} w\right)=\frac{\partial Q^{x}}{\partial x}+\frac{\partial Q^{y}}{\partial y} \equiv F \tag{2.3}
\end{equation*}
$$

The boundary conditions for this equation are difficult to determine since the synoptic experimental data have been interpolated in a regular grid. The bottom and top of the grid are fictitious boundaries at 202 and 2 m ., respectively, of depth. The south and north boundaries correspond to water and coast points. The west and east boundaries correspond to water incoming from the Atlantic ocean and water going out from the Alboran Sea. Since the detailed boundary conditions are very difficult to obtain, Dirichlet boundary conditions have been used for all the boundaries of the computational grid since Viudez et al. 8] have shown they are enough accurate for this problem.

Eq. (2.3) can be further simplified if the variation of the horizontal velocity in the $x$-direction is smaller than that in the $y$-direction:

$$
\left|\frac{\partial u_{a}}{\partial x}\right| \ll\left|\frac{\partial v_{a}}{\partial y}\right| .
$$

By introducing the stream function

$$
v_{a}=-\frac{\partial \psi}{\partial z}, \quad w=\frac{\partial \psi}{\partial y}
$$

we have the simplified omega equation

$$
\begin{equation*}
\frac{\partial}{\partial y}\left(N^{2} \frac{\partial \psi}{\partial y}\right)+f^{2} \frac{\partial^{2} \psi}{\partial z^{2}}=Q^{y} \tag{2.4}
\end{equation*}
$$

Similarly, when

$$
\left|\frac{\partial v_{a}}{\partial y}\right| \ll\left|\frac{\partial u_{a}}{\partial x}\right|
$$

another stream function can be introduced

$$
u_{a}=-\frac{\partial \psi^{\prime}}{\partial z}, \quad w=\frac{\partial \psi^{\prime}}{\partial y}
$$

yielding the simplified omega equation

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(N^{2} \frac{\partial \psi^{\prime}}{\partial x}\right)+f^{2} \frac{\partial^{2} \psi^{\prime}}{\partial z^{2}}=Q^{x} \tag{2.5}
\end{equation*}
$$

For the boundary conditions for the stream function equation, homogeneous Dirichlet ones have been used for the north, south, bottom, and top boundaries, Neumann ones for the east, as considered as outflow, and Roache ones for the west inflow. When solving the stream function equation, Roache boundary conditions, i.e., the null second-order derivative, are more accurate than Neumann ones [5].

## 3 Fourth-Order Compact Operator Method

The calculation of the geostrophic field using eq. (2.1) requires the use of a differentiation formula. In this paper a compact operator method of fourthorder accuracy is used. This implicit method uses the difference expression

$$
\begin{equation*}
\dot{U}_{i} \equiv \frac{d U_{i}}{d x}=\frac{1}{2 \Delta x} \frac{\nabla+\Delta}{1+\delta^{2} / 6} U_{i}, \quad i=0,1, \ldots, N \tag{3.1}
\end{equation*}
$$

where the finite difference operators are defined as

$$
E U_{i}=U_{i+1}, \quad \nabla=E-1, \quad \Delta=1-E^{-1}, \quad \delta^{2}=\nabla-\Delta
$$

Eq. (3.1) yields the linear, tridiagonal system of equations

$$
\dot{U}_{i-1}+4 \dot{U}_{i}+\dot{U}_{i+1}=\frac{3}{\Delta x}\left(U_{i+1}-U_{i-1}\right)
$$

whose truncation error expansion is

$$
\begin{equation*}
\dot{U}_{i}=\frac{d U_{i}}{d x}-\frac{\Delta x^{4}}{180} \frac{d^{5} U_{i}}{d x^{5}}+O\left(\Delta x^{6}\right) \tag{3.2}
\end{equation*}
$$

showing its fourth-order accuracy. For the boundary conditions, asymmetrical formulas are used

$$
\begin{align*}
5 \dot{U}_{0}+16 \dot{U}_{1}-3 \dot{U}_{2}=-\frac{1}{3 \Delta x} & \left(44 U_{0}-26 U_{1}-27 U_{2}+10 U_{3}-U_{4}\right) \\
5 \dot{U}_{N}+16 \dot{U}_{N-1}-3 \dot{U}_{N-2}= & \frac{1}{3 \Delta x}\left(44 U_{N}-26 U_{N-1}-27 U_{N-2}\right.  \tag{3.3}\\
& \left.+10 U_{N-3}-U_{N-4}\right)
\end{align*}
$$

for the left and right, respectively, boundaries. These expressions have been selected since they yield exactly the same truncation error terms, up to the fifth-order included, as the inner formula, i.e., eq. (3.2). The solution of the corresponding tridiagonal systems is obtained by using the Thomas method.

The second-order derivatives appearing in the elliptic equations (2.3)(2.5) are also approximated using a compact operator method, e.g.,

$$
\begin{equation*}
\ddot{U}_{i} \equiv \frac{d^{2} U_{i}}{d x^{2}}=\frac{1}{\Delta x^{2}} \frac{\delta^{2}}{1+\delta^{2} / 12} U_{i} \tag{3.4}
\end{equation*}
$$

which yields the tridiagonal system of linear equations

$$
\ddot{U}_{i-1}+10 \ddot{U}_{i}+\ddot{U}_{i+1}=\frac{12}{\Delta x^{2}}\left(U_{i+1}-2 U_{i}+U_{i-1}\right)
$$

whose truncation error term is

$$
\begin{equation*}
\ddot{U}_{i}=\frac{d^{2} U_{i}}{d x^{2}}-\frac{\Delta x^{4}}{240} \frac{d^{6} U_{i}}{d x^{6}}+O\left(\Delta x^{6}\right) . \tag{3.5}
\end{equation*}
$$

When the compact operator approximation (3.4) is used for the inner points in the grid, different boundary conditions can be used. In this paper Dirichlet homogeneous boundary conditions are used for eq. (2.3) and Dirichlet, Neumann, and Roache homogeneous boundary conditions for both eqs. (2.4) and (2.5). For the Dirichlet boundary conditions, $U_{0}=U_{N}=0$, for the Neumann ones, eqs. (3.3) are used and for the Roache boundary conditions, the stencil is used at the left boundary:

$$
\begin{aligned}
& 16 \ddot{U}_{0}+151 \ddot{U}_{1}-83 \ddot{U}_{2} \\
& \quad=\frac{1}{\Delta x^{2}}\left(\frac{771}{4} U_{0}-\frac{2019}{4} U_{1}+\frac{885}{2} U_{2}-\frac{285}{2} U_{3}+\frac{51}{4} U_{4}-\frac{3}{4} U_{5}\right),
\end{aligned}
$$

and the same expression with $U_{N-i}$ replacing $U_{i}$ for the right one. This expression has truncation error terms equal to eq. (3.5) up to the fifth-order (included). The substitution of eq. (3.4) into eq. (2.3) yields

$$
\begin{aligned}
& f^{2}\left(12+\delta_{x}^{2}\right)\left(12+\delta_{y}^{2}\right) \frac{\delta_{z}^{2}}{\Delta z^{2}} w_{i j k}+\left(12+\delta_{z}^{2}\right)\left(12+\delta_{y}^{2}\right) \frac{\delta_{x}^{2}}{\Delta x^{2}}\left(N_{i j k}^{2} w_{i j k}\right) \\
& \quad+\left(12+\delta_{z}^{2}\right)\left(12+\delta_{x}^{2}\right) \frac{\delta_{y}^{2}}{\Delta y^{2}}\left(N_{i j k}^{2} w_{i j k}\right)=\left(12+\delta_{z}^{2}\right)\left(12+\delta_{x}^{2}\right)\left(12+\delta_{y}^{2}\right) F_{i j k}
\end{aligned}
$$

where $w_{i j k} \approx w(i \Delta x, j \Delta y, k \Delta z)$ and homogeneous Dirichlet boundary conditions are used. For the calculation of the horizontal ageostrophic flow, eqs. (2.2), an explicit, fourth-order, Runge-Kutta method is used with homogeneous Dirichlet boundary conditions, e.g., $u_{a}(0)=0$ and $v_{a}(0)=0$.

Eq. (3.4) can be easily substituted into eq. (2.5) or into eq. (2.4), separating this equation as

$$
\frac{\partial \psi}{\partial y}=\phi, \quad \frac{\partial}{\partial y}\left(N^{2} \phi\right)+f^{2} \frac{\partial^{2} \psi}{\partial z^{2}}=Q^{y}
$$

and yielding

$$
\begin{aligned}
& \frac{\nabla_{y}+\Delta_{y}}{2 \Delta y} \psi_{j k}=\left(6+\delta_{y}^{2}\right) \phi_{j k} \\
& \left(12+\delta_{z}^{2}\right) \frac{\nabla_{y}+\Delta_{y}}{2 \Delta y} \phi_{j k}+f^{2}\left(6+\delta_{y}^{2}\right) \frac{\delta_{z}^{2}}{\Delta z^{2}} \psi_{j k}=\left(12+\delta_{z}^{2}\right)\left(6+\delta_{y}^{2}\right) Q_{j k}^{y}
\end{aligned}
$$

where $\phi_{j k} \approx \phi(j \Delta y, k \Delta z)$, a Neumann boundary condition is used in the left (inflow) boundary, a Roache one in the right (outflow), and Dirichlet ones in the other four ones. The $v_{a}$ and $w$ components of the ageostrophic velocity are calculated by differentiation of the stream function $\psi$ by means of the compact operator eq. (3.1); the remaining component $u_{a}$ is obtained solving the first equation of $(2.2)$, with $u_{a}(0)=0$, by means of an explicit, fourth-order, Runge-Kutta method.

The algebraic equations to be solved when the compact operator method is applied to eq. (2.3) have 15 non-null diagonals and 9 non-null ones for eqs. (2.4) or (2.5) and are well-conditioned. These linear systems have been solved by means of the stabilized bi-conjugate gradient method using incomplete LU factorization as a preconditioner. The mean of required iterations is approximately 10 for a residual error treshold of $10^{-10}$.

## 4 Presentation of Results

Fig. 1 shows the geostrophic flow field resulting from the experimental data available. These figures show the west gyre, which continue being visible for all depths, and the smaller east gyre, which apparently disappear as depth is increased. A zoom of the bottom right plot shows that the east gyre remains despite with very small velocities. The code has been verified checking that the conservation law for the momentum approximately conserves.

Fig. 2 shows the ageostrophic flow field calculated using the simplified omega equation (2.5), based on the stream function formulation. Similar re-
sults have been obtained for the omega equation (2.4). Although the conservation of momentum approximately also holds for the ageostrophic velocity field $\left(u_{a}, v_{a}, w\right)$, the results are not expected by physical principles applied to this problem; i.e., upward motion must occur upstream of the anticyclonic gyres while downward motion must take place downstream. The reason for this behaviour is that the hypothesis required to derive eq. (2.5) or eq (2.4) does not hold since the numerical results yield

$$
\left|\frac{\partial u_{a}}{\partial x}\right| \approx\left|\frac{\partial v_{a}}{\partial y}\right| .
$$

However, the results are encouraging since the velocities we have obtained have the correct orders of magnitude

$$
|w| \ll\left|v_{a}\right| \approx\left|u_{a}\right| \ll\left|U_{g}\right| \approx\left|V_{g}\right|
$$

required for the validity of the complete omega equation (2.3).
Fig. 3 shows the vertical velocity field for the solution of the complete omega equation (2.3). The conservation law also approximately holds for this numerical method assuring the improved accuracy of the fourth-order, compact operator method over a standard second-order one. The resulting velocity field has similar orders of magnitude than the one obtained with the simplified omega equation, e.g.,

$$
|w| \approx 10^{-7} \mathrm{~m} / \mathrm{s}, \quad\left|v_{a}\right| \approx\left|u_{a}\right| \approx 10^{-2} \mathrm{~m} / \mathrm{s}, \quad\left|U_{g}\right| \approx\left|V_{g}\right| \approx 1 \mathrm{~m} / \mathrm{s}
$$

Fig. 3 shows the vertical velocity contours for a $y z$-plane at $x$-positions corresponding to the two sides of both the West (top plots) and East (bottom plots) gyres. This figure and other figures not shown here show that upward and downward motion occur at the south and north directions, respectively, near the west side of the West gyre and the reverse, i.e., downward and upward motion at the south and north directions, in the east side of this gyre. Similar behaviour, but less remarked, is found in the East gyre. These results are not sufficiently confident so as to confirm the East gyre as a stationary phenomena but confirm that the numerical method yield physically realistic results.

## 5 Conclusions

A fourth-order, compact operator method has been developed for the calculation of the geostrophic velocity field and the solution of both the simplified


Figure 1: Geostrophic flow field for depths 2, 62, 122, and 182 meters from top left to bottom right.


Figure 2: Vertical velocity flow both $\left(v_{a}, w\right)$ (left) and stream function isocontours (bottom)) for a $y$-plane (South-North direction) trough the center of the West gyre in the Alboran Sea.


Figure 3: Isocontours of the vertical velocity flow at $y z$-planes at the west (left plots) and east (right plots) of both the West (top plots) and East (bottom plots) gyres found in Fig. 1.
omega equation for the stream function and the three-dimensional complete omega equation. The resulting methods are highly accurate and allow an easy treatment of Dirichlet, Neumann, and Roache boundary conditions. The system of linear algebraic equations to be solved is well-conditioned and has been solved by means of the stabilized bi-conjugate gradient method using the incomplete LU factorization as a preconditioner.

The numerical method developed in this paper has been applied to a set of experimental data which have been previously interpolated and smoothed in a regular grid. The geostrophic velocity field presents clearly both the West and East gyres as expected from previous studies. The ageostrophic vertical velocity field does not satisfy the hypothesis required for the use of the simplified omega equation based on the stream function. However, the results obtained in that case have the correct order of magnitude for the
ageostrophic velocities.
The solution of the three-dimensional omega equation for the calculation of the vertical ageostrophic flow field confirms the presence of the West gyre, since upward motion occur upstream of this anticyclonic gyre while downward motion takes place downstream, but is not confident enough for the East one. The only reason we can point out is that the interpolation and smoothing procedures used to obtain a regular grid from the staggered original experimental data are not correct when the velocities are small.

Our results indicate that further experimental data are required to model accurately the vertical flow for the East gyre appearing in the geostrophic flow field. Also new techniques for the interpolation and smoothing of the experimental data must be developed. Finally, new numerical methods based on compact operator methods using staggered grids instead of regular ones must also be developed.
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# Domain Decomposition Algprithm for a New Characteristic Mixed Finite Element Method for Compressible Miscible Displacement 

Danping Yang


#### Abstract

A Schwarz type domain decomposition algorithm is formulated to solve an approximation for miscible displacement of compressible fluids in porous media and convergence rate of the algorithm is analyzed. First, a splitting positive definite mixed element procedure is used to treat the pressure equation of parabolic type. The coefficient matrix of the mixed element system is symmetric positive definite and the flux equation is separated from the pressure equation so that the approximate solution of the flux function can be independently obtained, and a characteristic finite element method is used to treat the convectiondiffusion equations of the concentrations. Then a Schwarz type domain decomposition algorithm is introduced to solve the symmetric positive definite systems step by step. How many iterative cycles are needed at each time level? A convergence analysis is given.


KEYWORDS: compressible flow, miscible displacement, domain decomposition, characteristics, mixed element, convergence analysis

## 1 Introduction

The displacement of multi-phase multi-component compressible flow in porous media is governed by a nonlinear system consisting of a parabolic equation of pressure of the mixture and convection-diffusion equations of concentrations of fluids. To illustrate the method, we consider as our model the single phase and two component displacement of one compressible fluid by another in a porous medium. Let $\Omega$ be a convex bounded domain in $R^{2}$ with a boundary $\Gamma$. Under the assumptions that no volume change results from the mixing of the components and that a pressure-density relation exists for each component in a form that is independent of the mixing and that the components are of slight compressibility, Douglas and Roberts proposed a mathematical
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model 10] (with $x \in \Omega, 0<t \leq T$ )
\[

$$
\begin{align*}
& (a) \quad d(c) p_{t}+\nabla \cdot \mathbf{u}=q, \mathbf{u}=-a(c)(\nabla p+\gamma(c) \nabla H), \\
& (b) \tag{1.1}
\end{align*}
$$ \phi c_{t}+\mathbf{u} \cdot \nabla c-\nabla \cdot(\mathcal{D}(\mathbf{u}) \nabla c)+b(c) p_{t}=(\widetilde{c}-c) q, ~ l
\]

where $c=c_{1}=1-c_{2}$ denotes the (volumetric) concentration of the first component of the fluid mixture, $q$ the volumetric rate of external flow, $\widetilde{c}$ the concentration of the first component in the external flow, which must be specified at injection points $(q>0)$ and be assumed to equal $c$ at production points ( $q<0$ ), and $z_{1}$ and $z_{2}$ the constant compressibility factors for the $i$-th component, $i=1,2 . \quad \kappa=\kappa(x)$ and $\phi=\phi(x)$ are the permeability and the porosity of the rock, respectively. $\mu=\mu(c)$ is the viscosity of the fluid, $\gamma=\gamma(c)$ is the gravitational coefficient and $H$ is the depth function of oil reservoir. $p$ is the pressure of fluid and $\mathbf{u}$ is Darcy's velocity. $\mathcal{D}(\mathbf{u})=$ $\phi\left[d_{m} \mathcal{I}+|\mathbf{u}|\left(d_{l} \mathcal{E}(\mathbf{u})+d_{t} \mathcal{E}^{\perp}(\mathbf{u})\right)\right]$ denotes the diffusion matrix describing the effects of molecular diffusion and dispersion where $\mathcal{E}(\mathbf{u})=\left(u_{i} u_{j} /|\mathbf{u}|^{2}\right)_{2 \times 2}$ is the $2 \times 2$ matrix representing orthogonal projection along the velocity vector, $\mathcal{E}^{\perp}(\mathbf{u})=\mathcal{I}-\mathcal{E}(\mathbf{u})$ is its orthogonal complement, and $d_{m}, d_{l}$, and $d_{t}$ are the molecular diffusion and dispersion coefficients, respectively.

$$
a(c)=\frac{\kappa}{\mu(c)}, \quad d(c)=\phi \sum_{i=1}^{2} z_{i} c_{i}, \quad b(c)=\phi\left(z_{1}-z_{2}\right) c(1-c) .
$$

We also assume that no flow occurs across the boundary:

$$
\begin{equation*}
\mathbf{u} \cdot \nu=0, \quad(\mathcal{D}(\mathbf{u}) \nabla c) \cdot \nu=0 \quad \text { on } \Gamma, \quad 0 \leq t \leq T, \tag{1.2}
\end{equation*}
$$

where $\nu$ is the unit vector outer normal to $\Gamma$. In addition, the initial conditions

$$
\begin{equation*}
p=p_{0}, \quad c=c_{0} \quad \text { in } \Omega, \quad t=0, \tag{1.3}
\end{equation*}
$$

must be given.
Many works on approximations for the displacement of multiphase multicomponent flows have been done; for instance, see Douglas [8, 9, 11, Douglas, Ewing and Wheeler 12, 13], Duran [14], Yuan [22, and Yang [20] for timediscretization procedures of miscible displacement of incompressible fluids in porous media by a modified method of characteristics combining with the classical mixed finite element methods, and see Douglas and Roberts 10 and Chou and Li [6] for numerical methods for a model for compressible miscible displacement in porous media.

In [21], we formulated a new approximation based on a modified method of characteristics combining with a splitting positive definite mixed element procedure. We use a splitting positive definite mixed element to treat the pressure equation of parabolic type. The coefficient matrix of the mixed element system is symmetric and positive definite and the flux equation is separated from the pressure equation so that we can independently obtain the approximate solution of the flux function and then, if required, obtain the approximation of the pressure almost explicitly. We use the characteristic finite element method to treat the convection-diffusion equations of the concentrations.

The purpose of this article is to formulate a Schwarz type domain decomposition algorithm to solve the approximation described in 21 and to analyze the convergent rate of the algorithm. It is clear that if iterative cycles are indefinitely implemented at each time level, we can obtain the solution of the fully discrete systems. But indefinite cycles are impossible and unnecessary. How many cycles are needed at each time level? We give a convergence analysis.

The article is organized as follows. In $\S 2$, we summarize the numerical method for the compressible displacement problem (1.1) based on a modified method of characteristics combining with a splitting positive definite mixed element procedure. In §3, we formulated a Schwarz type domain decomposition algorithm to solve the fully discrete scheme defined in $\S 2$. In $\S 4$ we give the error estimate of the approximate solution.

## 2 A Characteristic Mixed Element Procedure

It is easily seen that the equation (1.1(b)) is convection-dominated and directly depends on Darcy's velocity u. A better numerical result can be obtained by using mixed element methods to approximate directly $\mathbf{u}$ and characteristic methods to treat the convection term. We assume that the coefficients $a(c)$ and $d(c)$ in system (1.1) are below bounded positively as in [10. Introduce the space $\mathcal{H}=\left\{\mathbf{w} \in\left(L^{2}(\Omega)\right)^{2} ; \nabla \cdot \mathbf{w} \in L^{2}(\Omega), \mathbf{w} \cdot \nu=0\right.$ on $\left.\Gamma\right\}$, $\mathcal{S}=H^{1}(\Omega)$, and $\mathcal{M}=L^{2}(\Omega)$. Let $\alpha(c)=1 / a(c)$ and $\beta(c)=1 / d(c)$. The system (1.1) is equivalent to the following characteristic mixed weak form
that seeks $(c, \mathbf{u}, p) \in \mathcal{S} \times \mathcal{H} \times \mathcal{M}$ such that

$$
\begin{align*}
\text { (a) } & \left(\psi c_{\sigma}, z\right)+(\mathcal{D}(\mathbf{u}) \nabla c, \nabla z)+(b(c) \beta(c)(q-\nabla \cdot \mathbf{u}), z) \\
= & =((\widetilde{c}-c) q, z), \forall z \in \mathcal{S}, \\
(b) \quad & \left((\alpha(c) \mathbf{u})_{t}, \mathbf{w}\right)+(\beta(c) \nabla \cdot \mathbf{u}, \nabla \cdot \mathbf{w})  \tag{2.1}\\
= & (\beta(c)), \nabla \cdot \mathbf{w})-\left(\gamma(c)_{t} \nabla H, \mathbf{w}\right), \quad \forall \mathbf{w} \in \mathcal{H}, \\
(c) \quad & \left(p_{t}, v\right)=(\beta(c)(q-\nabla \cdot \mathbf{u}), v), \quad \forall v \in \mathcal{M},
\end{align*}
$$

where $\psi=\sqrt{\phi^{2}+|\mathbf{u}|^{2}}$ and

$$
\begin{equation*}
c_{\sigma}=\frac{\phi}{\psi} c_{t}+\frac{\mathbf{u}}{\psi} \cdot \nabla c \tag{2.2}
\end{equation*}
$$

denotes the direction derivative along the characteristic line of the convection term $\phi c_{t}+\mathbf{u} \cdot \nabla c$.

Make a time partition $0=t_{0}<\ldots<t_{n}<\ldots<t_{N}=T$. Set $\tau_{n}=$ $t_{n}-t_{n-1}$. Take $\tau=\max _{1 \leq n \leq N} \tau_{n}$ as a time step size. Let $\mathcal{T}_{h_{c}}, \mathcal{T}_{h_{u}}$, and $\mathcal{T}_{h_{p}}$ be three families of quasi-regular finite element partitions of the domain $\Omega$, and $h_{c}, h_{u}$ and $h_{p}$ be the mesh parameters, which generally denote the largest of diameters of elements in the partitions, respectively. Let $\mathcal{H}_{h_{u}} \subset \mathcal{H}$ be each of the classical mixed elements defined on the partition $\mathcal{T}_{h_{u}}$, such as BDDM [2], BDFM 3], BDM 4], CD [5], and RT elements in 18]. Let $\mathcal{S}_{h_{c}} \subset \mathcal{S}$ and $\mathcal{M}_{h_{p}} \subset \mathcal{M}$ be usual finite element spaces defined on the partitions $\mathcal{T}_{h_{c}}$ and $\mathcal{T}_{h_{p}}$. Based on (2.1), we define a characteristic mixed element scheme.

Characteristic mixed element scheme. Given an initial approximation $\left(c_{h}^{0}, \mathbf{u}_{h}^{0}, p_{h}^{0}\right) \in \mathcal{S}_{h_{c}} \times \mathcal{H}_{h_{u}} \times \mathcal{M}_{h_{p}}$ such that
(a) $\left(c_{h}^{0}, Z\right)=\left(c_{0}, Z\right) \quad \forall Z \in \mathcal{S}_{h_{c}}$,
(b) $\left(\alpha\left(c_{0}\right) \mathbf{u}_{h}^{0}, \mathbf{W}\right)=-\left(\nabla p_{0}+\gamma\left(c_{0}\right) \nabla H, \mathbf{W}\right) \forall \mathbf{W} \in \mathcal{H}_{h_{u}}$,
(c) $\left(p_{h}^{0}, V\right)=\left(p_{0}, V\right) \quad \forall V \in \mathcal{M}_{h_{p}}$,
seek $c_{h}^{n} \in \mathcal{S}_{h_{c}}$ such that

$$
\begin{align*}
& \left(\phi c_{h}^{n}, Z\right)+\tau_{n}\left(\mathcal{D}\left(\mathbf{u}_{h}^{n-1}\right) \nabla c_{h}^{n}, \nabla Z\right)+\tau_{n}\left(q_{+}^{n} c_{h}^{n}, Z\right) \\
& \quad=\left(\phi \bar{c}_{h}^{n-1}, Z\right)+\tau_{n}\left(b\left(c_{h}^{n-1}\right) \beta\left(c_{h}^{n-1}\right)\left(\nabla \cdot \mathbf{u}_{h}^{n-1}-q^{n}\right), Z\right)  \tag{2.4}\\
& \quad+\tau_{n}\left(q_{+}^{n} \widetilde{c}^{n}, Z\right) \forall Z \in \mathcal{S}_{h_{c}},
\end{align*}
$$

where $q_{+}^{n}=\max \left(0, q^{n}\right)$ and $\bar{c}_{h}^{n-1}$ is given by

$$
\begin{equation*}
\bar{c}_{h}^{n-1}=c_{h}^{n-1}(\bar{x}), \quad \bar{x}=x-\tau_{n} \mathbf{u}_{h}^{n-1}(x) / \phi(x) \quad \forall x \in \Omega ; \tag{2.5}
\end{equation*}
$$

seek $\mathbf{u}_{h}^{n} \in \mathcal{H}_{h_{u}}$ such that

$$
\begin{align*}
& \left(\alpha\left(c_{h}^{n}\right) \mathbf{u}_{h}^{n}, \mathbf{W}\right)+\tau_{n}\left(\beta\left(c_{h}^{n}\right) \nabla \cdot \mathbf{u}_{h}^{n}, \nabla \cdot \mathbf{W}\right) \\
& \quad=\left(\alpha\left(c_{h}^{n-1}\right) \mathbf{u}_{h}^{n-1}, \mathbf{W}\right)+\tau_{n}\left(\beta\left(c_{h}^{n}\right) q^{n}, \nabla \cdot \mathbf{W}\right)  \tag{2.6}\\
& \quad-\left(\left(\gamma\left(c_{h}^{n}\right)-\gamma\left(c_{h}^{n-1}\right)\right) \nabla H, \mathbf{W}\right) \quad \forall \mathbf{W} \in \mathcal{H}_{h_{u}} ;
\end{align*}
$$

seek $p_{h}^{n} \in \mathcal{M}_{h_{p}}$ such that

$$
\begin{equation*}
\left(p_{h}^{n}, V\right)=\left(p_{h}^{n-1}, V\right)+\tau_{n}\left(\beta\left(c_{h}^{n}\right)\left(q^{n}-\nabla \cdot \mathbf{u}_{h}^{n}\right), V\right) \quad \forall V \in \mathcal{M}_{h_{p}}, \tag{2.7}
\end{equation*}
$$

for $n=1,2, \ldots, N$.
Because point $\bar{x}$ may lie outside domain $\Omega$, we must continuously extend the value of function to the exterior of $\Omega$. Define the operator $\mathcal{Q}$ as a projection from the exterior domain $\Omega^{c}=R^{2} \backslash \bar{\Omega}$ to boundary $\Gamma$ and the point $\mathcal{F}(x)$ as the symmetric point of point $x \in \Omega^{c}$ corresponding to the projection point $\mathcal{Q}(x)$. We say a domain $\Omega$ to satisfy the property A, if there exists a constant $\delta>0$ such that for each point $x \in \Omega^{c} \bigcap \Omega_{\delta}$, where $\Omega_{\delta}=\left\{x ; \inf _{y \in \Omega}|x-y| \leq \delta\right\}$, the projection point $\mathcal{Q}(x)$ is uniquely determined and $\mathcal{F}(x) \in \Omega$. In this case, we can define an extension by

$$
\varphi(x)= \begin{cases}\varphi(x), & x \in \Omega  \tag{2.8}\\ \varphi(\mathcal{F}(x)), & x \in \Omega_{\delta} \backslash \Omega\end{cases}
$$

(2.8) defines the linear bounded extending operator from $H^{1}(\Omega)$ to $H^{1}\left(\Omega_{\delta}\right)$. A domain satisfies the property $A$, if its boundary $\Gamma$ is smooth. In the case of convex polygon, the domain $\Omega$ satisfies also the property A. After the function $c_{h}^{n-1}$ is extended through use of above-mentioned method (2.8), $\bar{c}_{h}^{n-1}$ is defined for sufficiently small $\tau_{n}$.

It is easily seen that the coefficient matrix of the mixed element system in schemes (2.6) and (2.7) are symmetric positive definite and the flux equations (2.6) on the flux variable $\mathbf{u}_{h}^{n}$ is separated from the pressure equation (2.7) on the pressure function $p_{h}^{n}$. The matching relation (i.e., the BBL-condition) between the mixed element space $\mathcal{M}_{h_{p}}$ and $\mathcal{H}_{h_{u}}$ required by the classical mixed element spaces in [2, 3, 4, 5, 18, now is not necessary. The flux function $\mathbf{u}_{h}^{n}$ can be solved independently and then, if required, the pressure function $p_{h}^{n}$ can be obtained almost explicitly.

From the viewpoint of calculation, one can choose usual continuous finite element spaces as $\mathcal{H}_{h_{u}}$. But usual continuous finite element spaces, in general, cannot yield an approximate solution with optimal accuracy in $L^{2}$-norm. To get the optimal approximation, we still choose the classical mixed elements as
$\mathcal{H}_{h_{u}}$. The usual continuous finite element spaces may be used as the pressure function finite element spaces $\mathcal{M}_{h_{p}}$. It is clear that the number of unknowns in systems (2.6) and (2.7) is less than the number of the unknowns in the classical mixed element systems. Since systems (2.6) and (2.7) are symmetric positive definite systems, many fast effective algorithms can be used.

We assume that the finite element spaces $\mathcal{S}_{h_{c}}, \mathcal{H}_{h_{u}}$ and $\mathcal{M}_{h_{p}}$ have approximate properties that there exist integers $k_{1} \geq k \geq 0, r \geq 0$ and $s \geq 1$ such that, for any $1 \leq q \leq \infty$

```
(a) \(\inf _{\mathbf{W} \in \mathcal{H}_{h_{u}}}\|\mathbf{w}-\mathbf{W}\|_{\left(L^{q}(\Omega)\right)^{2}} \leq K h_{u}^{k+1}\|\mathbf{w}\|_{\left(W^{k+1, q}(\Omega)\right)^{2}}\)
            \(\forall \mathbf{w} \in \mathcal{H} \bigcap\left(W^{k+1, q}(\Omega)\right)^{2}\),
\(\inf _{\mathbf{w} \in \mathcal{H}_{h_{u}}}\|\nabla \cdot(\mathbf{w}-\mathbf{W})\|_{L^{q}(\Omega)} \leq K h_{u}^{k_{1}}\|\mathbf{w}\|_{\left(W^{k_{1}+1, q}(\Omega)\right)^{2}}\)
                \(\forall \mathbf{w} \in \mathcal{H} \bigcap\left(W^{k_{1}+1, q}(\Omega)\right)^{2}\),
(b) \(\inf _{Z \in \mathcal{S}_{h_{c}}}\|z-Z\|_{L^{q}(\Omega)} \leq K h_{c}^{s+1}\|z\|_{W^{s+1, q}(\Omega)} \forall z \in \mathcal{S} \bigcap W^{s+1, q}(\Omega)\),
(c) \(\inf _{V \in \mathcal{M}_{h_{p}}}\|v-V\|_{L^{q}(\Omega)} \leq K h_{p}^{r+1}\|v\|_{W^{r+1, q}(\Omega)} \forall v \in \mathcal{M} \bigcap W^{r+1, q}(\Omega)\),
```

where $k_{1}=k+1$ in the cases that $\mathcal{H}_{h_{u}}$ is each of BDFM and RT mixed elements and $k_{1}=k$ in the cases that $\mathcal{H}_{h_{u}}$ is each of BDDM and BDM mixed elements. Both cases are included in the CD mixed elements. In 21], we proved the convergence result.

Theorem 2.1 Suppose that the finite element space $\mathcal{H}_{h_{u}}$ is each of the classical mixed elements described in [2, 3, 4, 5, 18] and that the coefficients in system (1.1) have the first and second order continuous derivatives and the solution of system (1.1) is smooth. If the mesh parameters $h_{c}, h_{u}$, and $\tau$ satisfy the relations

$$
\begin{align*}
& \text { (a) } K_{*} h_{c}^{s+2} \leq h_{u}^{2}, \quad h_{u}=o\left(h_{c}\right)(k=0), h_{u}=O\left(h_{c}\right)(k \geq 1) \\
& \text { (b) } \tau=o\left(h_{c}\right), \quad \tau=o\left(h_{u}\right) \tag{2.10}
\end{align*}
$$

then the a priori error estimates
(a) $\max _{1 \leq n \leq N}\left\|c^{n}-c_{h}^{n}\right\|_{L^{2}(\Omega)}+\max _{1 \leq n \leq N}\left\|\mathbf{u}^{n}-\mathbf{u}_{h}^{n}\right\|_{\left(L^{2}(\Omega)\right)^{2}}$ $\leq K\left\{h_{c}^{s+1}+h_{u}^{k+1}+\tau\right\}$,
(b) $\max _{1 \leq n \leq N}\left\|p^{n}-p_{h}^{n}\right\|_{L^{2}(\Omega)} \leq K\left\{h_{p}^{r+1}+h_{c}^{s+1}+h_{u}^{k_{1}}+\tau\right\}$
hold, where the constant $K$ only depends upon some norms of the solution of system (1.1) and time $T$.

In the next section, we formulate a Schwarz alternating domain decomposition algorithm to solve the systems (2.4) and (2.6).

## 3 Domain Decomposition Algorithm

In this section, we focus on the study of the multiplicative Schwarz iterative algorithm for solving the systems (2.4) and (2.6). For sake of convenience, we assume that $\mathcal{T}_{h_{c}}=\mathcal{T}_{h_{u}}=\mathcal{T}_{h}$ and $k=s$. We assume that a set of overlapping sub-domains $\left\{\Omega_{i}\right\}_{i=1}^{Q}$ are given, whose boundaries are aligned with the mesh of partitions $\mathcal{T}_{h}, \Omega=\bigcup_{i=1}^{Q} \Omega_{i}$. Let $\mathcal{T}_{h, i}$ be the restriction of $\mathcal{T}_{h}$ in $\Omega_{i}$, and $\mathcal{H}_{h}\left(\Omega_{i}\right)$ and $\mathcal{S}_{h}\left(\Omega_{i}\right)$ defined on $\mathcal{T}_{h, i}$ be the restriction of $\mathcal{H}_{h}$ and $\mathcal{S}_{h}$ in $\Omega_{i}$, respectively. Define $\mathcal{H}_{h, 0}\left(\Omega_{i}\right)=\left\{\mathbf{W} \in \mathcal{H}_{h}(\Omega) ; \mathbf{W}=0\right.$ in $\left.\Omega \backslash \Omega_{i}\right\}$ and $\mathcal{S}_{h, 0}\left(\Omega_{i}\right)=\left\{Z \in \mathcal{S}_{h} ; Z=0\right.$ in $\left.\Omega \backslash \Omega_{i}\right\}$. We assume that the domain decomposition satisfies the basic condition

Condition A. For each $x \in \bar{\Omega}$, there exists an open domain $D_{x}$ and $j \in\{1,2, \ldots, Q\}$ such that $x \in D_{x}$ and $D_{x} \bigcap \Omega \subset \Omega_{j}$.

We can define a Schwarz alternating iterative scheme to solve the system (2.4) and (2.6) step by step.

Alternating Iterative Scheme. Given an initial approximation ( $C^{0}, \mathbf{U}^{0}$ ) $\in \mathcal{S}_{h_{c}} \times \mathcal{H}_{h_{u}}$ such that

$$
\begin{align*}
& \text { (a) }\left(C^{0}, Z\right)=\left(c_{0}, Z\right) \forall Z \in \mathcal{S}_{h_{c}}, \\
& \text { (b) }\left(\alpha\left(c_{0}\right) \mathbf{U}^{0}, \mathbf{W}\right)=-\left(\nabla p_{0}+\gamma\left(c_{0}\right) \nabla H, \mathbf{W}\right) \quad \forall \mathbf{W} \in \mathcal{H}_{h_{u}}, \tag{3.1}
\end{align*}
$$

for $n=1,2, \ldots, N$, seek $\left(C^{n}, \mathbf{U}^{n}\right) \in \mathcal{S}_{h_{c}} \times \mathcal{H}_{h_{u}}$ by the following iterative method. Seek $C^{n} \in \mathcal{S}_{h_{c}}$ in the three steps: (1) Let $C_{0}^{n}=C^{n-1}$; (2) Find $C_{j Q+i}^{n} \in \mathcal{S}_{h}$, for $i=1,2, \ldots Q$, such that

$$
\begin{align*}
& \left(\phi C_{j Q+i}^{n}, Z\right)+\tau_{n}\left(\mathcal{D}\left(\mathbf{U}^{n-1}\right) \nabla C_{j Q+i}^{n}, \nabla Z\right)+\tau_{n}\left(q_{+}^{n} C_{j Q+i}^{n}, Z\right) \\
& =\left(\phi \bar{C}^{n-1}, Z\right)+\tau_{n}\left(b\left(C^{n-1}\right) \beta\left(C^{n-1}\right)\left(\nabla \cdot \mathbf{U}^{n-1}-q^{n}\right), Z\right)  \tag{3.2}\\
& +\tau_{n}\left(q_{+}^{n} \widetilde{c}^{n}, Z\right) \quad \forall Z \in \mathcal{S}_{h, 0}\left(\Omega_{i}\right), \\
& C_{j Q+i}^{n}=C_{j Q+i-1}^{n} \quad \text { in } \Omega \backslash \Omega_{i}, \tag{3.3}
\end{align*}
$$

where $\bar{C}^{n-1}$ is given by

$$
\begin{equation*}
\bar{C}^{n-1}=C^{n-1}(\bar{x}), \quad \bar{x}=x-\tau_{n} \mathbf{U}^{n-1}(x) / \phi(x), \quad \forall x \in \Omega \tag{3.4}
\end{equation*}
$$

for $j=0,1, \ldots, m-1$; (3) Let $C^{n}=C_{m Q}^{n}$.
Seek $\mathbf{U}^{n} \in \mathcal{H}_{h_{u}}$ in the three steps: (1) Let $\mathbf{U}_{0}^{n}=\mathbf{U}^{n-1}$; (2) Find $\mathbf{U}_{j Q+i}^{n} \in$ $\mathcal{H}_{h}$, for $i=1,2, \ldots Q$, such that

$$
\begin{align*}
& \left(\alpha\left(C^{n}\right) \mathbf{U}_{j Q+i}^{n}, \mathbf{W}\right)+\tau_{n}\left(\beta\left(C^{n}\right) \nabla \cdot \mathbf{U}_{j Q+i}^{n}, \nabla \cdot \mathbf{W}\right) \\
& \quad=\left(\alpha\left(C^{n-1}\right) \mathbf{U}^{n-1}, \mathbf{W}\right)+\tau_{n}\left(\beta\left(C^{n}\right) q^{n}, \nabla \cdot \mathbf{W}\right)  \tag{3.5}\\
& \quad-\left(\left(\gamma\left(C^{n}\right)-\gamma\left(C^{n-1}\right) \nabla H, \mathbf{W}\right), \quad \forall \mathbf{W} \in \mathcal{H}_{h_{u}, 0}\left(\Omega_{i}\right),\right.
\end{align*}
$$

$$
\begin{equation*}
\mathbf{U}_{j Q+i}^{n}=\mathbf{U}_{j Q+i-1}^{n} \quad \text { in } \Omega \backslash \Omega_{i}, \tag{3.6}
\end{equation*}
$$

for $j=0,1, \ldots, m-1$; (3) Let $\mathbf{U}^{n}=\mathbf{U}_{m Q}^{n}$, where $m$ denotes the iterative times at every time step.

According to the general theory of the Schwarz alternating algorithm (see [15, 16, 17]), the iterative sequence $\left\{\left(C_{m Q}^{n}, \mathbf{U}_{m Q}^{n}\right)\right\}_{m=1}^{\infty}$ converges to the solution $\left(c_{h}^{n}, \mathbf{u}_{h}^{n}\right)$ at each time step as iterative times $m$ tends to infinity and under the condition A. But an infinite iteration is impossible. We want to know the convergent rate of the iterative sequence $\left\{\left(C_{m Q}^{n}, \mathbf{U}_{m Q}^{n}\right)\right\}_{m=1}^{\infty}$ so that we can stop the iteration at the certain accuracy. On the other hand, we hope that the iterative sequence $\left\{\left(C_{m Q}^{n}, \mathbf{U}_{m Q}^{n}\right)\right\}_{m=1}^{\infty}$ converges as fast as possible so that we can implement very small iterative cycles to obtain very good approximate solutions.

In next section, we state the convergence theorem.

## 4 Convergence Analysis

In this section, we analyze how the convergent rate of the iterative sequence $\left\{\left(C_{m Q}^{n}, \mathbf{U}_{m Q}^{n}\right)\right\}_{m=1}^{\infty}$ depends upon the mesh parameters $h$ and $\tau$ under some stronger conditions than the condition A, which are practical and reasonable.

Condition B. The sub-regions $\left\{\Omega_{j}\right\}_{j=1}^{Q}$ can be divided into four parts:

$$
\begin{equation*}
D_{j}=\sum_{r_{j-1}+1 \leq i \leq r_{j}} \Omega_{i}, \quad j=1,2,3,4, \quad r_{0}=0, \quad r_{4}=Q \tag{4.1}
\end{equation*}
$$

where subdomains in $D_{j}$ are disjoint, $\left\{D_{1}, D_{2}\right\},\left\{D_{3}, D_{4}\right\}$ and $\left\{D_{1} \bigcup D_{2}\right.$, $\left.D_{3} \bigcup D_{4}\right\}$ are the domain decomposition of $D_{1} \bigcup D_{2}, D_{3} \bigcup D_{4}$ and $\Omega$, respectively, which satisfy condition $A$.

Condition C. The sub-regions $\left\{\Omega_{j}\right\}_{j=1}^{Q}$ can be divided into $\kappa$ parts:

$$
\begin{equation*}
D_{j}=\sum_{r_{j-1}+1 \leq i \leq r_{j}} \Omega_{i}, \quad j=1,2, \ldots, \kappa, \quad r_{0}=0, \quad r_{\kappa}=Q \tag{4.2}
\end{equation*}
$$

such that
(1) $\left\{D_{j}\right\}_{j=1}^{\kappa}$ is a domain decomposition of $\Omega$ satisfying the condition $A$ and $D_{j} \bigcap D_{l}=\emptyset$ for $l \neq j-1, j+1$.
(2) For each $1 \leq j \leq \kappa,\left\{\Omega_{i}\right\}_{i=r_{j-1}+1}^{r_{j}}$ is a domain decomposition of $D_{j}$ satisfying the condition $A$ and $\Omega_{i} \bigcap \Omega_{l}=\emptyset$ for $l \neq i-1, i+1$.

Conditions B and C can be satisfied easily.

Theorem 4.1 Assume that the domain decomposition satisfies the condition $B$ or condition C. Let $\left(c^{n}, \mathbf{u}^{n}\right)$ be the solution of the system (1.1), $\left(C^{n}, \mathbf{U}^{n}\right)$ be the solution of the alternating iterative scheme, and $m$ be the iterative times at each time step. Then there exists the constant $K$, which is independent of $h, \tau$ and $m$, such that

$$
\begin{align*}
& \max _{1 \leq n \leq N}\left\|c^{n}-C^{n}\right\|_{L^{2}(\Omega)}+\max _{1 \leq n \leq N}\left\|\mathbf{u}^{n}-\mathbf{U}^{n}\right\|_{\left(L^{2}(\Omega)\right)^{2}}  \tag{4.3}\\
& \quad \leq K\left\{h^{k+1}+\tau+\tau^{-\frac{1}{2}}(\tau+h)^{\frac{m}{4}}\right\} .
\end{align*}
$$

## 5 Conclusions

From the a priori error estimate (4.3), we see that the error results from two parts, one from the approximation error of the finite element function spaces and time discretization, which is bounded by $O\left(h^{k+1}+\tau\right)$, and other from alternating iteration, which is bounded by $O\left(\tau^{-1 / 2}(\tau+h)^{m / 4}\right)$. To get an approximate solution with an optimal global accuracy, infinitely iterative cycles are not needed. Generally, if $\tau=O\left(h^{k+1}\right)$ and $m \geq 6(k+1)$, then the global error is bounded by $O\left(h^{k+1}+\tau\right)$. This means that only $6(\mathrm{k}+1)$ cycles are required.
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# A Boundary Element Method for Viscous Flow on Multi-connected Domains 

Dequan Yang Tigui Fan Xinyu Yang


#### Abstract

A viscous flow problem in multi-connected domains is studied using a boundary element method. The results obtained are compared with those in [3] using a finite element method. These results show that the method used can treat the viscous flow with many different kinds of boundary conditions. This method is convenient and faster than others.
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## 1 Introduction

In practical viscous flow problems in multi-connected domains such as porous springs, the piping and well drilling distribution in oil extraction is very important for engineering designs and is a very difficult problem to solve. Finite difference methods face many difficulties because of complicated boundary conditions. Finite element methods can treat many different boundary conditions, but they need lots of input messages, occupy many RAMs, and take a lot of time. Due to the nonlinearity of equations in fluid mechanics and non-selfadjointness of differential operators, relevant variational functionals hardly exist. For this reason, the finite element methods based on the method of weighted residuals such as Galerkin's approach, least squares, and collocation methods [2 1] do not possess any physical meaning. They are nothing but a pure optimum scheme for numerical treatment. Using newly developed boundary element methods [4, (5), we study the above mentioned problems in this paper. We change multi-connected domain viscous flows into nonlinear boundary integration equations of the boundary velocity and boundary
velocity and pressure differential into the differential of the fundamental solution. This treatment that the differential of the unknown variables is changed into that of the known variable makes the problem easier to solve. The boundary variable is determined singly. After determining boundary points, any inner points can be calculated. Other methods are difficult to do that. In calculating nonlinear problems, creating grids is easier than finite element methods. Integral equations are discretized in algebraic equations. Using iterative methods, the unknown velocity and pressure are calculated. It is important that the velocity and pressure is calculated separately. Comparing with [3], this method is more effective.

## 2 A Fundamental Equation

Let the multi-connected domain be $\Omega$ with boundary $\Gamma=\sum_{i} \Gamma_{t i}+\sum_{j} \Gamma_{v j}(i=$ $1,2, \ldots, t, j=1,2, \ldots, s)$. The known velocity and pressure on boundary $\Gamma_{v j}$ and $\Gamma_{t i}$ are shown in Fig. 1. In $\Omega$, the dimensionless form of incompressible viscous fluid is

$$
\begin{equation*}
\nabla \cdot T(V)=\nabla \cdot(V V), \quad \nabla \cdot V=0 \quad \text { in } \Omega \tag{2.1}
\end{equation*}
$$

with the boundary conditions

$$
\left.T \cdot \vec{n}\right|_{\Gamma_{t i}}=\vec{t}_{i}, j=1,2, \ldots, t,\left.\quad V\right|_{\Gamma_{v j}}=V_{j}, j=1,2, \ldots, s
$$

where $T(V)$ is the stress tensor corresponding to $V$ and $\vec{n}$ is the outward unit normal to $\Gamma$.

If $W^{k}$ and $q^{k}$ are fundamental solutions of Stokes's equation and $T_{i j}\left(W^{k}\right)$ is the stress tensor corresponding to $W^{k}$, we can obtain the integral equation

$$
\begin{align*}
C(X) v_{k}(X)= & \oint_{\Gamma} n_{i}\left(X_{0}\right) T_{i j}\left(W^{k}\left(X-X_{0}\right)_{0} v_{j}\left(X_{0}\right) d \Gamma_{0}\right. \\
& +\oint_{\Gamma} n_{i}\left(X_{0}\right) v_{i}\left(X_{0}\right) v_{j}\left(X_{0}\right) w_{j}^{k}\left(X-X_{0}\right) d \Gamma_{0}  \tag{2.2}\\
- & \oint_{\Gamma} n_{i}\left(X_{0}\right) T_{i j}\left(V\left(X_{0}\right)\right)_{0} w_{j}^{k}\left(X-X_{0}\right) d \Gamma_{0} \\
+ & \int_{\Omega} v_{i}\left(X_{0}\right) w_{j, i}\left(X-X_{0}\right)_{v_{j}}\left(X_{0}\right) d \Omega_{0}, \quad k=1,2,3
\end{align*}
$$

where

Formulas determining pressures are

$$
\begin{align*}
P(X)= & \oint_{\Gamma} n_{i}\left(X_{0}\right)\left\{q^{i}\left(X-X_{0}\right)\left[v_{i}\left(X_{0}\right) v_{j}\left(X_{0}\right)-T_{i j}\left(V\left(X_{0}\right)\right)_{0}\right]\right. \\
& \left.+\frac{2}{R_{e}} q_{i, j 0}\left(X-X_{0}\right) v_{j}\left(X_{0}\right)\right\} d \Gamma_{0}  \tag{2.3}\\
& -\int_{\Omega} v_{i}\left(X_{0}\right) v_{j}\left(X_{0}\right) q_{i, j 0}\left(X-X_{0}\right) d \Omega, \quad x \in \Omega
\end{align*}
$$

(2.2) and (2.3) are the fundamental equation treating a multi-connected domain.
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## 3 Discretization of Boundary Integrals

Change $\Gamma$ into $N$ elements (for 2D) or $N$ polygonal elements (for 3D) $\Gamma_{\beta}, \beta=$ $1,2, \ldots, N$. Change the flow region $\Omega$ into $E$ elements $\Omega_{\gamma}, \gamma=1,2, \ldots, E$. The velocity and pressure on $\Gamma_{\beta}$ are replaced by that at the center of the figure. The velocity of $\Omega_{\gamma}$ is also replaced by that at the center of the figure.

Formulas for discretization are given by

$$
\begin{align*}
C_{\alpha} v_{k \alpha} & =\sum_{\beta i j} L_{k i j \alpha \beta} n_{i \beta} v_{j \beta}-\sum_{\beta j} M_{k j \alpha \beta} t_{j \beta}  \tag{3.1}\\
& +\sum_{\beta i j} M_{k j \alpha \beta} n_{i \beta} v_{i \beta} v_{j \beta}-\sum_{\gamma i j} N_{k i j \alpha \gamma} v_{i e_{\gamma}} v_{j e_{\gamma}}
\end{align*}
$$

where $\alpha=\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{N}, e_{1}, e_{2}, \ldots, e_{E}, \beta=1,2, \ldots, N, \gamma=1,2, \ldots, E$, $i, j, k=1,2,3$,

$$
\begin{aligned}
& M_{k j \alpha \beta}=\int_{\Gamma \beta} w_{j}^{k}\left(X_{\alpha}-X_{0}\right) d \Gamma_{0}, \\
& N_{k i j \alpha \gamma}=\int_{e_{\gamma}} w_{j, i_{0}}^{k}\left(X_{\alpha}-X_{0}\right) d \Omega_{0} .
\end{aligned}
$$

When $\Gamma_{\beta}$ is a small segment element, $\Omega_{\gamma}$ is a triangle element (shown in Fig. 2). Three sides of the triangle are as follows:

$$
y=y_{1}+k_{1}\left(x-x_{1}\right), \quad y=y_{2}+k_{2}\left(x-x_{2}\right), \quad y=y_{3}+k_{3}\left(x-x_{3}\right) .
$$

The integrals of an arbitrary function $f\left(x, y, x_{\alpha}, y_{\alpha}\right)$ on the triangle region are

$$
\int_{\Delta_{\gamma}} f\left(x, y, x_{\alpha}, y_{\alpha}\right) d \Omega=-\sum_{l=1}^{3} \int_{x_{l}}^{x_{m}} d x \int_{0}^{y_{l}-k_{l}\left(x-x_{l}\right)} f\left(x, y, x_{\alpha}, y_{\alpha}\right) d y
$$

where $l=1,2,3$ and $m=2,3,1$. Analytic forms of geometric coefficients can be obtained.

## 4 Numerical Solutions

After calculating $L_{k i j \alpha \beta}, M_{k j \alpha \beta}$, and $N_{k i j \alpha \gamma}$, equation (3.1) can be solved by using an iterative method. The pressure $t_{j \beta}$ on $\Gamma_{v}$ and velocity $v_{i \beta}$ on $\Gamma_{t}$ can be calculated first. We have $N \times N$ linear equations

$$
\begin{aligned}
\frac{1}{2} v_{k \alpha}^{l+1}= & \sum_{\beta i n} L_{k i j \alpha \beta} n_{i \beta} v_{i \beta}^{l+1}-\sum_{\beta j} M_{k j \alpha \beta} t_{j \beta}^{i+1} \\
& +\sum_{\beta i j} M_{k j \alpha \beta} n_{i \beta} v_{i \beta}^{l} v_{j \beta}^{l}-\sum_{\gamma i j} N_{k i j \alpha \gamma} v_{i e_{\gamma}}^{l} v_{j e_{\gamma}}^{l},
\end{aligned}
$$

where $k=1,2,3, \alpha=\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{N}$, and

$$
\begin{aligned}
v_{k \alpha}^{l}= & \sum_{\beta i j} L_{k i j \alpha \beta} n_{i \beta} v_{j \beta}-\sum_{\beta j} M_{k j \alpha \beta} t_{j \beta}^{l} \\
& +\sum_{\beta i j} M_{k j \alpha \beta} v_{i \beta}^{l} v_{j \beta}^{l} n_{i \beta}-\sum_{\gamma i j} N_{k i j \alpha \gamma} v_{i e_{\gamma}}^{l-1} v_{j e_{r}}^{l-1}
\end{aligned}
$$

The boundary stress and velocity are given by boundary conditions.

## 5 An Example and Conclusions

As an example, to compare with [3], we calculate the viscous flow in a rectangular cavity having a rectangular obstacle. The rectangular cavity is $10 \times 12$ and rectangular obstacle is $1.7 \times 1.7$. The boundary conditions are

$$
u_{\Gamma_{i}}=\left\{1-\left(\frac{y}{H}\right)^{2}, \quad i=1,2,\right.
$$

$$
v_{\Gamma_{j}}=0, \quad i=1,2,3,4,5
$$
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Using a triangular grid, the viscous flow is calculated when $R_{e}=30,40$. The flow field distribution is shown in Fig. 3. In Fig. 3, a big vortex is formed on the top of cavity and inclining to the left, two small vortexes are formed on both angles of the cavity. Our results agree with [3] well. The velocity distribution in the $x$ direction in vertical centerlines and the $y$ direction in horizontal centerlines are shown in Fig. 4. Its changing laws agree with experimental data. For accelerating convergence, we use a operator

$$
v_{k \alpha}^{l+1}=v_{k \alpha}^{l}+0.6\left(v_{k \alpha}^{l+1}-v_{k \alpha}^{l}\right) .
$$

The resulting scheme is effective.
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# A Characteristic Difference Method for 2D Nonlinear Convection-Diffusion Problems 

Xi-Jun Yu Yonghong Wu


#### Abstract

In this paper we construct a characteristic difference method for two-dimensional nonlinear convection-diffusion problems. These problems arise in the modeling of fluid flow and transport in porous media, for example. The method is analysed mathematically and an error bound is derived. Convergence of the method can be achieved under a milder restriction in the temporal stepsize and spatial stepsize than those required by existing methods.
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## 1 Introduction

Nonlinear convection-diffusion problems arise from many real world problems such as underground percolation, air-pollution, flows, and chemical diffusion. Various characteristic finite element and characteristic finite difference methods [1, 4, [5] have been developed to solve the convection dominated linear problems. However, the convergence of those methods requires $\Delta t$ to be in the same order as $h$, namely $\Delta t=O(h)$. Durán [2] improved the methods to allow $\Delta t$ to be in the higher order of $h$. But his analytic way of convergence can not be applied into the nonlinear problems.

In this paper, we construct two characteristic difference methods based on the linear and quadratic interpolations for two-dimensional convection dominated nonlinear convection-diffusion problems. The methods are then analysed mathematically and formulas for the estimation of errors are developed. The problem considered is the two-dimensional nonlinear convection-diffusion
problem with the Dirichlet boundary conditions:

$$
\begin{gather*}
c(\bar{x}) \frac{\partial u}{\partial t}+\bar{b}(\bar{x}, u) \cdot \nabla u-\left[\frac{\partial}{\partial x}\left(a_{1}(\bar{x}, u) \frac{\partial u}{\partial x}\right)+\frac{\partial}{\partial y}\left(a_{1}(\bar{x}, u) \frac{\partial u}{\partial y}\right)\right] \\
=f(t, \bar{x}, u) \quad \text { in } \Omega \times(0, T],  \tag{1.1}\\
u(t, \bar{x})=0 \text { on } \partial \Omega \times(0, T], \quad u(0, \bar{x})=u_{0}(\bar{x}) \quad \text { in } \Omega,
\end{gather*}
$$

where $\Omega$ is a rectangular domain, $\partial \Omega$ is the boundary of $\Omega, \bar{x}=(x, y)$, $\bar{b}(\bar{x}, u)=\left(b_{1}(\bar{x}, u), b_{2}(\bar{x}, u)\right)$, and $a_{i}(\bar{x}, u)(i=1,2)$ are much smaller than $c(\bar{x})$ and $\bar{b}(\bar{x}, u)$.

Assume that the solution of equation (1.1) exists and is unique and the coefficients $c, \bar{b}, a_{i}(i=1,2)$ and initial function $u_{0}$ satisfy the following conditions:
i.) $\left\|u_{0}\right\|_{L^{\infty}(\Omega)} \leq K_{1},\|u\|_{L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)} \leq K_{1}$.
ii.) For $\forall(\bar{x}, p) \in \Omega \times\left[-2 K_{1}, 2 K_{1}\right]$, there exist $0<c_{1} \leq c(\bar{x}) \leq c_{2}$, $|b(\bar{x}, p)| \leq K_{2}, a_{i}(\bar{x}, p) \geq a_{0}>0, i=1,2$.
iii.) The first order partial derivatives of $b_{i}(\bar{x}, p)$ and $a_{i}(\bar{x}, p)$ are bounded and $f(t, \bar{x}, p)$ is Lipschitz continuous with respect to $p \in$ [ $-2 K_{1}, 2 K_{1}$ ].
Here $K_{1}, K_{2}, c_{1}, c_{2}$, and $a_{0}$ are positive constants, $W^{m, p}(\Omega)$ denotes the Sobolev space of m degree on $\Omega$, and $W^{k, \infty}\left(0, T ; W^{m, p}(\Omega)\right)=\left\{v, \frac{\partial^{s} v}{\partial t^{s}}\right.$ : $[0, T] \rightarrow W^{m, p}(\Omega)$ and $\left.\|v\|_{W^{s, \infty}\left(0, T ; W^{m, p}(\Omega)\right)}<+\infty, s=1,2, \ldots, k\right\}$, where

$$
\|v\|_{W^{s, \infty}\left(0, T ; W^{m, p}(\Omega)\right)}=\max _{0 \leq i \leq s} \text { ess } \sup _{0 \leq t \leq T}\left\|\frac{\partial^{i} v}{\partial t^{i}}\right\|_{W^{m, p}(\Omega)} .
$$

For simplicity, in the numerical analysis, let $X(0, T ; Z(\Omega))=X(Z(\Omega))$, $M_{i}(i=1,2, \ldots)$ denote bounded positive constants, and $\tilde{M}\left(s_{1}, s_{2}, \ldots, s_{r}\right)$ be a positive constant depending on $s_{1}, s_{2}, \ldots, s_{r}$.

## 2 Characteristic Difference Methods

Let $\psi(\bar{x}, u)=\sqrt{c(\bar{x})^{2}+|\bar{b}(\bar{x}, u)|^{2}}=\sqrt{c(\bar{x})^{2}+b_{1}(\bar{x}, u)^{2}+b_{2}(\bar{x}, u)^{2}}$ and $\tau(\bar{x}, u)$ denote the characteristic direction of the operator $c(\bar{x}) \frac{\partial u}{\partial t}+\bar{b}(\bar{x}, u) \cdot \nabla u$. Then

$$
\frac{\partial u}{\partial \tau}=\frac{c(\bar{x})}{\psi(\bar{x}, u)} \frac{\partial u}{\partial t}+\frac{\bar{b}(\bar{x}, u)}{\psi(\bar{x}, u)} \cdot \nabla u
$$

Along the characteristic direction, equation (1.1) becomes

$$
\begin{align*}
& \psi(\bar{x}, u) \frac{\partial u}{\partial \tau}-\left[\frac{\partial}{\partial x}\left(a_{1}(\bar{x}, u) \frac{\partial u}{\partial x}\right)+\frac{\partial}{\partial y}\left(a_{1}(\bar{x}, u) \frac{\partial u}{\partial y}\right)\right]=f(t, \bar{x}, u),  \tag{2.1}\\
& u(t, \bar{x})=0, \quad u(0, \bar{x})=u_{0}(\bar{x})
\end{align*}
$$

Let $\bar{\Omega}_{h}$ denote a mesh partition of the domain $\Omega, X_{0}$ and $Y_{0}$ be the side lengths of $\Omega, h_{1}=\frac{X_{0}}{J_{1}}$ and $h_{2}=\frac{Y_{0}}{J_{2}}$ be the spatial stepsizes, $\Delta t=\frac{T}{N}$ be the temporal stepsize, and $t_{n}=n \Delta t(n=0,1, \ldots, N)$. To solve (2.1) numerically, approximate the derivative along $\tau$ by the difference quotient at point $\left(x_{i}, y_{j}, t_{n}\right)$, namely
$\psi\left(\bar{x}_{i, j}, u_{i, j}^{n}\right)\left(\frac{\partial u}{\partial \tau}\right)_{i, j}^{n} \approx \psi\left(\bar{x}_{i, j}, u_{i, j}^{n}\right) \frac{u\left(\bar{x}_{i, j}, t_{n}\right)-u\left(\tilde{x}_{i, j}, t_{n}\right)}{\sqrt{\left(\bar{x}_{i, j}-\tilde{x}_{i, j}\right)^{2}+\Delta t^{2}}}=c\left(\bar{x}_{i, j}\right) \frac{u_{i, j}^{n}-\tilde{u}_{i, j}^{n-1}}{\Delta t}$,
where $\bar{x}_{i, j}=\left(x_{i}, y_{j}\right), \tilde{x}_{i, j}=\bar{x}_{i, j}-\bar{b}\left(\bar{x}_{i, j}, u_{i, j}^{n}\right) \Delta t / c\left(\bar{x}_{i, j}\right), c\left(\bar{x}_{i, j}\right)=c\left(x_{i}, y_{j}\right)$, $b_{k}\left(\bar{x}_{i, j}, u_{i, j}^{n}\right)=b_{k}\left(x_{i}, y_{j}, u_{i, j}^{n}\right)(k=1,2), u_{i, j}^{n}=u\left(x_{i}, y_{j}, t_{n}\right)$, and $\tilde{u}_{i, j}^{n-1}=$ $u\left(\tilde{x}_{i, j}, t_{n-1}\right)$. Further, by intruducing

$$
\delta_{x,+} u_{i, j}=\frac{u_{i+1, j}^{n}-u_{i, j}^{n}}{h_{1}}, \quad \delta_{x,-} u_{i, j}=\frac{u_{i, j}^{n}-u_{i-1, j}^{n}}{h_{1}},
$$

the partial derivatives of $u$ with respect to $x$ and $y$ in (1.1) can be expressed by

$$
\begin{aligned}
\delta_{x,-}\left(a_{1} \delta_{x,+} u\right)_{i, j}^{n} & =h_{1}^{-2}\left[a_{1, i+\frac{1}{2}}\left(u_{i+1, j}^{n}-u_{i, j}^{n}\right)-a_{1, i-\frac{1}{2}}\left(u_{i, j}^{n}-u_{i-1, j}^{n}\right)\right], \\
\delta_{y,-}\left(a_{2} \delta_{y,+} u\right)_{i, j}^{n} & =h_{2}^{-2}\left[a_{2, i+\frac{1}{2}}\left(u_{i+1, j}^{n}-u_{i, j}^{n}\right)-a_{2, i-\frac{1}{2}}\left(u_{i, j}^{n}-u_{i-1, j}^{n}\right)\right],
\end{aligned}
$$

where $a_{1, i+\frac{1}{2}}=\frac{1}{2}\left[a_{1}\left(\bar{x}_{i, j}, u_{i, j}^{n}\right)+a_{1}\left(\bar{x}_{i+1, j} u_{i+1, j}^{n}\right)\right]$ and $a_{2, i+\frac{1}{2}}=\frac{1}{2}\left[a_{2}\left(\bar{x}_{i, j}, u_{i, j}^{n}\right)\right.$ $\left.+a_{2}\left(\bar{x}_{i+1, j}, u_{i+1, j}^{n}\right)\right]$.

Assume that $\left\{U_{i, j}^{n-1}\right\}$ is known and let

$$
\begin{equation*}
\hat{\tilde{x}}_{i, j}=\bar{x}_{i, j}-\bar{b}\left(\bar{x}_{i, j}, U_{i, j}^{n-1}\right) \Delta t / c\left(\bar{x}_{i, j}\right) \tag{2.2}
\end{equation*}
$$

be an approximation value of $\tilde{x}_{i, j}$, where $\hat{\tilde{x}}_{i, j}$ and $\tilde{x}_{i, j}$ refer to quantities at $t_{n}$ but for simplicity, we omitted the superscript $n$.

Let $U^{n-1}(\bar{x})$ be the piecewise interpolation function obtained from $\left\{U_{i, j}^{n-1}\right\}$ on the spatial mesh $\bar{\Omega}_{h}$ and $\tilde{U}_{i, j}^{n-1}=U^{n-1}\left(\hat{\tilde{x}}_{i, j}\right)$; then a characteristic difference scheme for the solution of equation (2.1) is

$$
\begin{align*}
& c_{i, j} \frac{U_{i, j}^{n}-\tilde{U}_{i, j}^{n-1}}{\Delta t}-\left[\delta_{x,-}\left(A_{1} \delta_{x,+} U\right)_{i, j}^{n}+\delta_{y,-}\left(A_{2} \delta_{y,+} U\right)_{i, j}^{n}\right]=f\left(t_{n}, \bar{x}_{i, j}, U_{i, j}^{n-1}\right) \\
& i=1,2, \ldots, J_{1}-1, j=1,2, \ldots, J_{2}-1, n=1,2, \ldots, N \\
& U_{i, j}^{0}= u_{0}\left(\bar{x}_{i, j}\right), i=1,2, \ldots, J_{1}-1, j=1,2, \ldots, J_{2}-1 \\
& U_{i, j}^{n}= 0, \bar{x}_{i, j} \in \partial \Omega \tag{2.3}
\end{align*}
$$

where $A_{1, i+\frac{1}{2}}=\frac{1}{2}\left[a_{1}\left(\bar{x}_{i, j}, U_{i, j}^{n-1}\right)+a_{1}\left(\bar{x}_{i+1, j}, U_{i+1, j}^{n-1}\right)\right]$ and $A_{2, i+\frac{1}{2}}=\frac{1}{2}\left[a_{2}\left(\bar{x}_{i, j}\right.\right.$, $\left.\left.U_{i, j}^{n-1}\right)+a_{2}\left(\bar{x}_{i+1, j}, U_{i+1, j}^{n-1}\right)\right]$.

Remark 1. The error of the characteristic difference scheme (2.3) on the time direction is of order $O(\Delta t)$.

Remark 2. If the interpolating function $U^{n-1}(\bar{x})$ is piecewise bilinear, (2.3) is called a linear characteristic difference scheme. If $U^{n-1}(\bar{x})$ is piecewise biquadratic, (2.3) is known as a quadratic characteristic difference scheme.

To increase the accuracy of time integration, we discretize the first term of (2.1) by

$$
\begin{aligned}
\psi\left(\bar{x}_{i, j}, u_{i, j}^{n}\right)\left(\frac{\partial u}{\partial \tau}\right)_{i, j}^{n} & \approx \psi\left(\bar{x}_{i, j}, u_{i, j}^{n}\right) \frac{\frac{3}{2} u\left(\bar{x}_{i, j}, t_{n}\right)-2 u\left(\tilde{x}_{i, j}, t_{n-1}\right)+\frac{1}{2} u\left(\tilde{\tilde{x}}_{i, j}, t_{n-2}\right)}{\sqrt{\left(\bar{x}_{i, j}-\tilde{x}_{i, j}\right)^{2}+\Delta t^{2}}} \\
& =c\left(\bar{x}_{i, j}\right) \frac{\frac{3}{2} u_{i, j}^{n}-2 \tilde{u}_{i, j}^{n-1}+\frac{1}{2} \tilde{u}_{i, j}^{n-2}}{\Delta t}
\end{aligned}
$$

where $\tilde{x}_{i, j}=\bar{x}_{i, j}-\bar{b}\left(\bar{x}_{i, j}, u_{i, j}^{n}\right) \Delta t / c\left(\bar{x}_{i, j}\right), \tilde{\tilde{x}}_{i, j}=\bar{x}_{i, j}-2 \bar{b}\left(\bar{x}_{i, j}, u_{i, j}^{n}\right) \Delta t / c\left(\bar{x}_{i, j}\right)$, $\tilde{u}_{i, j}^{n-1}=u\left(\tilde{x}_{i, j}, t_{n}\right)$, and $\tilde{\tilde{u}}_{i, j}^{n-2}=u\left(\tilde{\tilde{x}}_{i, j}, t_{n}\right)$. This scheme has the second-order accuracy on the temporal direction.

Assume that $\left\{U_{i, j}^{n-1}\right\}$ and $\left\{U_{i, j}^{n-2}\right\}$ are known and $U^{n-1}(\bar{x})$ and $U^{n-2}(\bar{x})$ are obtained by the piecewise interpolation bilinear or biquadratic functions of $\left\{U_{i, j}^{n-1}\right\}$ and $\left\{U_{i, j}^{n-2}\right\}$ on the spatial mesh $\bar{\Omega}_{h}$, respectively. Then we obtain the multistep characteristic difference scheme for (2.1)

$$
\begin{align*}
& c_{i, j} \frac{\frac{3}{2} U_{i, j}^{n}-2 \tilde{U}_{i, j}^{n-1}+\frac{1}{2} \tilde{U}_{i, j}^{n-2}}{\Delta t}-\left[\delta_{x,-}\left(A_{1} \delta_{x,+} U\right)_{i, j}^{n}+\delta_{y,-}\left(A_{1} \delta_{y,+} U\right)_{i, j}^{n}\right] \\
& =f\left(t_{n}, \bar{x}_{i, j}, \theta_{i, j}^{n-1}\right), i=1, \ldots, J_{1}-1, j=1, \ldots, J_{2}-1, n=2, \ldots, N, \\
& U_{i, j}^{0}=u_{0}\left(\bar{x}_{i, j}\right), i=1,2, \ldots, J_{1}-1, j=1,2, \ldots, J_{2}-1, \\
& U_{i, j}^{n}=0, \bar{x}_{i, j} \in \partial \Omega \tag{2.4}
\end{align*}
$$

where $\tilde{U}_{i, j}^{n-1}=U^{n-1}\left(\hat{\tilde{x}}_{i, j}, t_{n-1}\right), \tilde{\tilde{U}}_{i, j}^{n-2}=U\left(\hat{\tilde{x}}_{i, j}, t_{n-2}\right), \hat{\tilde{x}}_{i, j}=\bar{x}_{i, j}-\bar{b}\left(\bar{x}_{i, j}\right.$, $\left.\theta_{i, j}^{n-1}\right) \Delta t / c\left(\bar{x}_{i, j}\right), \hat{\tilde{\tilde{x}}}_{i, j}=\bar{x}_{i, j}-2 \bar{b}\left(\bar{x}_{i, j}, \theta_{i, j}^{n-1}\right) \Delta t / c\left(\bar{x}_{i, j}\right), \theta_{i, j}=2 U_{i, j}^{n-1}-U_{i, j}^{n-2}$, $A_{1, i+\frac{1}{2}}=\frac{1}{2}\left[a_{1}\left(\bar{x}_{i, j}, \theta_{i, j}^{n-1}\right)+a_{1}\left(\bar{x}_{i+1, j}, \theta_{i+1, j}^{n-1}\right)\right]$, and $A_{2, j+\frac{1}{2}}=\frac{1}{2}\left[a_{2}\left(\bar{x}_{i, j}, \theta_{i, j}^{n-1}\right)\right.$ $\left.+a_{2}\left(\bar{x}_{i, j+1}, \theta_{i, j+1}^{n-1}\right)\right]$.

With (2.4), we obtain $U_{i, j}^{n}$ for $n=2,3, \ldots$ while $\left\{U_{i, j}^{1}\right\}$ can be obtained by the Taylor expansion combining with equation (1.1), namely

$$
U_{i, j}^{1}=u_{0}\left(\bar{x}_{i, j}\right)+\frac{c\left(\bar{x}_{i, j}\right)}{\psi\left(\bar{x}_{i, j}, u_{0}\left(\bar{x}_{i, j}\right)\right)}\left(\frac{\partial u}{\partial t}\right)_{0} \Delta t,
$$

where $\left\|u^{1}-U^{1}\right\|=O\left(\Delta t^{2}\right)$.
Similar to the characteristic difference scheme (2.3), (2.4) is known as the multistep characteristic difference scheme.

To analyse the convergence property of the characteristic difference methods (2.3) and (2.4), we define the inner products and norms for the mesh functions $Y$ and $Z$ on $\bar{\Omega}_{h}$ as follows:

$$
\begin{array}{ll}
(Y, Z)=\sum_{i, j=1}^{J_{1}-1, J_{2}-1} y_{i, j} z_{i, j} h_{1} h_{2}, & \|Y\|^{2}=(Y, Y), \\
{[Y, Z)=\sum_{i=0, j=1}^{J_{1}-1, J_{2}-1} y_{i, j} z_{i, j} h_{1} h_{2},} & \mid\left[Y \|^{2}=(Y, Y),\right. \\
(Y, Z]=\sum_{I=1, j=0}^{J_{1}-1, J_{2}-1} y_{i, j} z_{i, j} h_{1} h_{2}, & \| Y]\left.\right|^{2}=(Y, Y), \\
{[Y, Z]=\sum_{i, j=0}^{J_{1}, J_{2}} y_{i, j} z_{i, j} h_{1} h_{2},} & |[Y]|^{2}=[Y, Y] .
\end{array}
$$

## 3 Convergence of the Characteristic Difference Scheme

In this section, we give the convergence analysis of the singlestep characteristic difference scheme (2.3). The convergence of multistep characteristic difference scheme (2.4) can be proved similarly.

Let $u(\bar{x}, t)$ be the exact solution of $(2.1)$ and $U_{i, j}^{n}$ be the approximate solution obtained from the characteristic difference scheme (2.3). (2.1) is discretized at $\left(\bar{x}_{i, j}, t_{n}\right)$. We have

$$
\begin{equation*}
c_{i, j} \frac{u_{i, j}^{n}-\tilde{u}_{i, j}^{n-1}}{\Delta t}-\left[\delta_{x,-}\left(a_{1} \delta_{x,+} u\right)_{i, j}^{n}+\delta_{y,-}\left(a_{2} \delta_{y,+} u\right)_{i, j}^{n}\right]=f\left(t_{n}, \bar{x}_{i, j}, u_{i, j}^{n}\right)+e_{i, j}^{n} \tag{3.1}
\end{equation*}
$$

where $\tilde{u}_{i, j}^{n-1}=u^{n-1}\left(\tilde{x}_{i, j}\right)=u\left(\tilde{x}_{i, j}, t_{n-1}\right)$ and $e_{i, j}^{n}$ is a local truncation error.
Let $\xi^{n}=u^{n}-U^{n}$. Then from (2.3) and (3.1), we have

$$
\begin{aligned}
& c_{i, j} \frac{\xi_{i, j}^{n}-\xi^{n-1}\left(\hat{\tilde{x}}_{i, j}\right)}{\Delta t}-\left[\delta_{x,-}\left(A_{1} \delta_{x,+} \xi\right)_{i, j}^{n}+\delta_{y,-}\left(A_{2} \delta_{y,+} \xi\right)_{i, j}^{n}\right]=\left(f\left(t_{n}, \bar{x}_{i, j}, u_{i, j}^{n}\right)\right. \\
& \left.-f\left(t_{n}, \bar{x}_{i, j}, U_{i, j}^{n-1}\right)\right)+\left[\delta_{x,-}\left(\left(a_{1}-A_{1}\right) \delta_{x,+} u\right)_{i, j}^{n}+\delta_{y,-}\left(\left(a_{2}-A_{2}\right) \delta_{y,+} u\right)_{i, j}^{n}\right] \\
& +c_{i, j} \frac{u^{n-1}\left(\tilde{x}_{i, j}\right)-u^{n-1}\left(\hat{\tilde{x}}_{i, j}\right)}{\Delta t}+e_{i, j}^{n} .
\end{aligned}
$$

Multipying equation this equation by $\xi_{i, j}^{n} h_{1} h_{2}$, summing for $i=1$ to $J_{1}-1$ and $j=1$ to $J_{2}-1$, noting that $\xi_{0, j}^{n}=\xi_{J_{1}, j}=\xi_{i, 0}=\xi_{i, J_{2}}=0$, and using the discrete Green formula, we have

$$
\begin{align*}
& \left(\frac{\xi^{n}-\tilde{\xi}^{n-1}}{\Delta t}, \xi^{n}\right)+\left[A_{1} \delta_{x,+} \xi^{n}, \delta_{x,+} \xi^{n}\right)+\left(A_{2} \delta_{y,+} \xi^{n}, \delta_{y,+} \xi^{n}\right]=\left(f\left(t_{n}, \bar{x}, u^{n}\right)\right. \\
& \left.\left.-f\left(t_{n}, \bar{x}, U^{n-1}\right), \xi^{n}\right)+\left(\delta_{x,-}\left(a_{1}-A_{1}\right) \delta_{x,+} u\right)^{n}, \xi^{n}\right)+\left(\delta_{y,-}\left(\left(a_{2}-A_{2}\right) \delta_{y,+} u\right)^{n},\right. \\
& \left.\xi^{n}\right)+\left(c \frac{u^{n-1}\left(\tilde{x}_{i, j}\right)-u^{n-1}\left(\hat{\tilde{x}}_{i, j}\right)}{\Delta t}, \xi^{n}\right)+\left(e^{n}, \xi^{n}\right)=I_{1}+I_{2}+I_{3}+I_{4}, \tag{3.2}
\end{align*}
$$

where $c, \xi, a_{k}, A_{k}(k=1,2)$, and $c \xi$ are the mesh functions on $\bar{\Omega}_{h}$ such that $c=\left\{c\left(\bar{x}_{1,1}\right), c\left(\bar{x}_{1,2}\right), \ldots, c\left(\bar{x}_{J_{1}-1, J_{2}-1}\right)\right\}$, etc. As

$$
\begin{equation*}
\left|\left[u^{n}-u^{n-1}\right]\right|^{2}=\Delta t^{2} \sum_{i, j=0}^{J_{1}, J_{2}}\left(\frac{u_{i, j}^{n}-u_{i, j}^{n-1}}{\Delta t}\right)^{2} h_{1} h_{2} \leq \tilde{M}\left(\|u\|_{W^{1, \infty}\left(L^{\infty}\right)}\right) \Delta t^{2} \tag{3.3}
\end{equation*}
$$

by the assumption iii.), we have an estimate for the first term on the right hand side of (3.2)

$$
\begin{align*}
\left|I_{1}\right| & \leq K_{3}\left\|u^{n}-U^{n-1} \mid\right\|\left\|\xi^{n}\right\| \leq K_{3}\left(\left\|u^{n}-u^{n-1}\right\|+\left\|\xi^{n-1}\right\|\right)\left\|\xi^{n}\right\|  \tag{3.4}\\
& \leq \tilde{M}\left(\|u\|_{W^{1, \infty}\left(L^{\infty}\right)}\right)\left(\left\|\xi^{n}\right\|^{2}+\left\|\xi^{n-1}\right\|^{2}+\Delta t^{2}\right)
\end{align*}
$$

where $K_{3}$ is a positive constant. For the second term on the right hand side of (3.2), we have

$$
\begin{aligned}
\left|I_{2}\right|= & \left|\left(\left(a_{1}-A_{1}\right)^{n} \delta_{x,+} u^{n}, \delta_{x,+} \xi^{n}\right)\right|+\left|\left(\left(a_{2}-A_{2}\right)^{n} \delta_{y,+} u^{n}, \delta_{y,+} \xi^{n}\right)\right| \\
\leq & \varepsilon\left[\left|\left[\delta_{x,+} \xi^{n}\left\|^{2}+\right\| \delta_{y,+} \xi^{n}\right]\right|^{2}\right]+M_{1}\left[\mid\left[\left.\left(a_{1}-A_{1}\right)^{n} \delta_{x,+} u^{n}\right|^{2}\right.\right. \\
& \left.\left.+\|\left(a_{2}-A_{2}\right)^{n} \delta_{y,+} u^{n}\right]\left.\right|^{2}\right],
\end{aligned}
$$

where $\varepsilon$ is a positive constant. Since

$$
\left\lvert\,\left[\left(a_{1}-A_{1}\right)^{n} \delta_{x,+} u^{n}\left\|^{2} \leq\right\| u^{n} \|_{W^{1, \infty}}^{2} \sum_{i=0, j=1}^{J_{1}-1, J_{2}-1}\left(\left(a_{1}-A_{1}\right)_{i+\frac{1}{2}, j}^{n}\right)^{2} h_{1} h_{2}\right.\right.
$$

from assumption iii.), we have

$$
\begin{aligned}
& \left|\left(a_{1}-A_{1}\right)_{i+\frac{1}{2}, j}^{n}\right| \leq \frac{1}{2} K_{3}\left\{\left|u_{i, j}^{n}-U_{i, j}^{n-1}\right|+\left|u_{i+1, j}^{n}-U_{i+1, j}^{n-1}\right|\right\} \\
& \quad \leq \frac{1}{2} K_{3}\left\{\left|u_{i, j}^{n}-u_{i, j}^{n-1}\right|+\left|u_{i+1, j}^{n}-u_{i+1, j}^{n-1}\right|+\left|\xi_{i, j}^{n-1}\right|+\left|\xi_{i+1, j}^{n-1}\right|\right\},
\end{aligned}
$$

which, together with (3.3), yields

$$
\left\|\left(a_{1}-A_{1}\right)^{n} \delta_{x,+} u^{n}\right\|^{2} \leq \tilde{M}\left(\left\|u^{n}\right\|_{W^{1, \infty}},\|u\|_{W^{1, \infty}\left(L^{\infty}\right)}\right)\left(\left\|\xi^{n-1}\right\|^{2}+\Delta t^{2}\right)
$$

Smiliarly, we can obtain

$$
\left\|\left(a_{2}-A_{2}\right)^{n} \delta_{y,+} u^{n}\right\|^{2} \leq \tilde{M}\left(\left\|u^{n}\right\|_{W^{1, \infty}},\|u\|_{W^{1, \infty}\left(L^{\infty}\right)}\right)\left(\left\|\xi^{n-1}\right\|^{2}+\Delta t^{2}\right)
$$

Therefore, we have an estimate for the second term of the right hand side of (3.2), namely
$\left|I_{2}\right| \leq \varepsilon\left[\left\|\delta_{x,+} \xi^{n}\right\|^{2}+\left\|\delta_{x,+} \xi^{n}\right\|^{2}\right]+\tilde{M}\left(\left\|u^{n}| |_{W^{1, \infty}},\right\| u \|_{W^{1, \infty}\left(L^{\infty}\right)}\right)\left(\left\|\xi^{n-1}\right\|^{2}+\Delta t^{2}\right)$.

We now estimate the third term of the right hand side of (3.2). By assumption iii.), we have

$$
\begin{aligned}
& \left|\frac{c_{i, j}}{\Delta t}\left(\tilde{x}_{i, j}-\hat{\tilde{x}}_{i, j}\right)\right|=\left|b_{1}\left(x_{i, j}, u_{i, j}^{n}\right)-b_{1}\left(x_{i, j}, U_{i, j}^{n-1}\right)\right| \\
& \quad+\left|b_{2}\left(x_{i, j}, u_{i, j}^{n}\right)-b_{2}\left(x_{i, j}, U_{i, j}^{n-1}\right)\right| \leq K_{3}\left(\left|u_{i, j}^{n}-u_{i, j}^{n-1}\right|+\left|\xi_{i, j}^{n-1}\right|\right)
\end{aligned}
$$

which yields

$$
\begin{aligned}
\left|I_{3}\right| & \leq \tilde{M}\left(\left\|u^{n-1}\right\|_{W^{1, \infty}}\right)\left(\left\|u^{n}-u^{n-1}\right\|+\left\|\xi^{n-1}\right\|\right)\left\|\xi^{n}\right\| \\
& \leq \tilde{M}\left(\left\|u^{n-1}\right\|_{W^{1, \infty}},\|u\|_{W^{1, \infty}\left(L^{\infty}\right)}\right)\left(\left\|\xi^{n}\right\|^{2}+\left\|\xi^{n-1}\right\|^{2}+\Delta t^{2}\right)
\end{aligned}
$$

If $|\nabla u| \in L^{\infty}\left(L^{\infty}\right)$, from assumptions i.)-iii.), there exists a constant $K^{*}$ such that

$$
\left|\frac{\bar{b}(\bar{x}, u(\bar{x}, t))}{c(\bar{x})}\right|+\left|\frac{d}{d \bar{x}} \frac{\bar{b}(\bar{x}, u(\bar{x}, t))}{c(\bar{x})}\right| \leq K^{*}
$$

Similar to [1], we define the norm for $\alpha(\bar{x}) \in L^{\infty}(\bar{\Omega})$ by

$$
\|\alpha\|_{\bar{l}^{2}}^{2}=\sum_{i, j=1}^{J_{1}-1, J_{2}-1} \max \left\{|\alpha(\bar{x})|^{2},\left|\bar{x}-\bar{x}_{i, j}\right| \leq K^{*} \Delta t\right\} h_{1} h_{2}
$$

It is also not difficult to obtain

$$
\left\|e^{n}\right\|^{2} \leq M_{1}\left(\left\|u^{n}\right\|_{H^{4}}^{2}\left(h_{1}^{4}+h_{2}^{4}\right)+\left\|\frac{\partial^{2} u}{\partial \tau^{2}}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; \tilde{l}^{2}\right)}^{2} \Delta t^{2}\right)
$$

Therefore, we have

$$
\left|I_{4}\right| \leq \frac{1}{2}\left\|\xi^{n}\right\|^{2}+\frac{1}{2} M_{1}\left(\left\|u^{n}\right\|_{H^{4}}^{2}\left(h_{1}^{4}+h_{2}^{4}\right)+\left\|\frac{\partial^{2} u}{\partial \tau^{2}}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; \tilde{j}^{2}\right)}^{2} \Delta t^{2}\right)
$$

We now consider the estimate of left hand side of (3.2). By the triangle inequality and assumption ii.), we have
$I_{1}+I_{2}+I_{3}+I_{4} \geq \frac{1}{2 \Delta t}\left[\left(c \xi^{n}, \xi^{n}\right)-\left(c \tilde{\xi}^{n-1}, \tilde{\xi}^{n-1}\right)\right]+a_{0}\left[\left[\left.\left[\delta_{x,+} \xi^{n}\left\|^{2}+\right\| \delta_{y,+} \xi^{n}\right]\right|^{2}\right]\right.$.
where $\tilde{\xi}^{n-1}=\xi^{n-1}(\hat{\tilde{x}})$. To simplify this inequality, we need to find a relation between $\left(c \xi^{n-1}, \xi^{n-1}\right)$ and $\left(c \tilde{\xi}^{n-1}, \tilde{\xi}^{n-1}\right)$. Set

$$
\alpha_{i, j}^{n}=\frac{b_{1}\left(\bar{x}_{i, j}, U_{i . j}^{n-1}\right) \Delta t}{c_{i, j} h_{1}}, \quad \beta_{i, j}^{n}=\frac{b_{1}\left(\bar{x}_{i, j}, U_{i . j}^{n-1}\right) \Delta t}{c_{i, j} h_{2}} .
$$

Then $\hat{\tilde{x}}_{i, j}=\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)$, and $\hat{\tilde{x}}_{i}=x_{i}-\alpha_{i, j}^{n} h_{1}, \hat{\tilde{y}}_{j}=y_{j}-\beta_{i, j}^{n} h_{2}$. By assumptions i.) and ii.), we can choose $\Delta t$ and $h_{1}, h_{2}$ such that

$$
\left|\alpha_{i, j}^{n}\right| \leq 1, \quad\left|\beta_{i, j}^{n}\right| \leq 1
$$

Hence $\hat{\tilde{x}}_{i, j}=\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right) \in\left[x_{i-1}, x_{i+1}\right] \times\left[y_{j-1}, y_{j+1}\right]$ and the point $\hat{\tilde{x}}_{i, j}$ must be in one of the four domains I, II, III and IV as shown in Fig. 1.
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For simplicity, we have omitted the superscripts $n$ and $n-1$ for $\xi_{i, j}$. Assume that the point $\hat{\tilde{x}}_{i, j}$ is in domain II and the value of $U^{n-1}(\bar{x})$ at $\hat{\tilde{x}}_{i, j}$ is obtained by the piecewise bilinear interpolation of $\left\{U_{i, j}^{n-1}\right\}$. The bilinear interpolation function is
$L_{1}(\xi)(x, y)=N_{1}(x, y) \xi_{i, j}+N_{2}(x, y) \xi_{i+1, j}+N_{3}(x, y) \xi_{i+1, j+1}+N_{4}(x, y) \xi_{i, j+1}$,
where $\xi=u-U$ and $N_{i}(x, y)$ denotes the interpolating function corresponding to $\left(x_{i}, y_{j}\right)$ as shown in Fig. 2. Thus we have
$L_{1}(\xi)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)=\xi_{i, j}-\alpha_{i, j} \delta_{x,+} \xi_{i, j} h_{1}-\beta_{i, j} \delta_{y,+} \xi_{i, j} h_{2}+\alpha_{i, j} \beta_{i, j} \delta_{x,+}\left(\xi_{i, j+1}-\xi_{i, j}\right) h_{1}$.
Hence we see that

$$
\begin{aligned}
& \sum_{\substack{\hat{\tilde{x}}_{i}, \hat{y}_{j}=1 \\
J_{1}-1, J_{I}}}^{J_{i}-1, J_{2}-1} c_{i, j} L_{1}^{2}(\xi)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right) h_{1} h_{2}
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\left|\delta_{y,+} \xi_{i, j+1}\right|^{2}\right] h_{1} h_{2}+M_{2} \Delta t \sum_{\substack{\hat{\bar{x}}_{i}, \tilde{y}_{j}=1 \in I I}}^{\substack{J_{1}-1, J_{2}-1 \\
i, \hat{x}_{2} \\
\left(, \hat{l}_{2}\right.}}\left|\xi_{i, j}\right|^{2} h_{1} h_{2} .
\end{aligned}
$$

Similarly, for $\hat{\tilde{x}}_{i, j} \in \mathrm{II}$, we can prove that the above inequality holds for $\hat{\tilde{x}}_{i, j} \in$ I, III, and IV. Therefore, we have

$$
\begin{aligned}
& \sum_{i, j=1}^{J_{1}-1, J_{2}-1} c_{i, j} L_{1}^{2}\left(\xi^{n-1}\right)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right) h_{1} h_{2} \leq\left(c \xi^{n-1}, \xi^{n-1}\right) \\
& \quad+\varepsilon\left[\|\left.\left[\delta_{x,+} \xi^{n-1}\left\|^{2}+\right\| \delta_{y,+} \xi^{n-1}\right]\right|^{2}\right] \Delta t+M_{2}\left\|\xi^{n-1}\right\|^{2} \Delta t .
\end{aligned}
$$

Noting that

$$
\xi\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)=u\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)-U\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)=u\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)-L_{1}(u)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)+L_{1}(\xi)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right),
$$

where $L_{1}(u)(x, y)$ denotes the bilinear interpolation function of $\left\{u_{i, j}\right\}$ on $\bar{\Omega}_{h}$, we can estimate $u\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)-L_{1}(u)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)$ as follows. Let $\hat{\tilde{x}}_{i, j} \in$ II and assume
that II is divided into four equal rectangular elements $\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}$, and $\hat{\tilde{x}}_{i, j} \in \Omega_{1}$. Then we have

$$
\begin{aligned}
& \left|\rho_{1}\right|=\left|\hat{\tilde{x}}_{i}-x_{i}\right| \leq \min \left(\frac{h_{1}}{2}, k \Delta t\right) \\
& \left|\rho_{2}\right|=\left|\hat{\tilde{y}}_{j}-x_{j}\right| \leq \min \left(\frac{h_{2}}{2}, k \Delta t\right)
\end{aligned}
$$

Further, we expand $u\left(x_{i+1}, y_{j}\right), u\left(x_{i+1}\right.$, $\left.y_{j+1}\right), u\left(x_{i}, y_{j+1}\right)$, and $u\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)$ as the Taylor series at the point $\left(x_{i}, y_{j}\right)$ by
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$$
\begin{aligned}
& u\left(x_{i+1}, y_{j}\right)=u_{i, j}+h_{1}\left(\frac{\partial u}{\partial x}\right)_{i, j}+\frac{h_{1}^{2}}{2}\left(\frac{\partial^{2} u}{\partial x^{2}}\right)\left(x^{\theta_{1}}, y_{j}\right) \\
& u\left(x_{i+1}, y_{j+1}\right)=u_{i, j}+h_{1}\left(\frac{\partial u}{\partial x}\right)_{i, j}+h_{2}\left(\frac{\partial u}{\partial y}\right)_{i, j}+\frac{h_{1}^{2}}{2} \frac{\partial^{2} u}{\partial x^{2}}\left(x^{\theta_{2}}, y^{\theta_{2}}\right) \\
& \quad+h_{1} h_{2} \frac{\partial^{2} u}{\partial x \partial y}\left(x^{\theta_{2}}, y^{\theta_{2}}\right)+\frac{h_{2}^{2}}{2} \frac{\partial^{2} u}{\partial y^{2}}\left(x^{\theta_{2}}, y^{\theta_{2}}\right), \\
& u\left(x_{i}, y_{j+1}\right)=u_{i, j}+h_{2}\left(\frac{\partial u}{\partial y}\right)_{i, j}+\frac{h_{2}^{2}}{2}\left(\frac{\partial^{2} u}{\partial y^{2}}\right)\left(x_{i}, y^{\theta_{3}}\right), \\
& u\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)=u_{i, j}+\rho_{1}\left(\frac{\partial u}{\partial x}\right)_{i, j}+\rho_{2}\left(\frac{\partial u}{\partial y}\right)_{i, j}+\frac{\rho_{1}^{2}}{2} \frac{\partial^{2} u}{\partial x^{2}}\left(x^{\prime}, y^{\prime}\right)+\rho_{1} \rho_{2} \frac{\partial^{2} u}{\partial x \partial y}\left(x^{\prime}, y^{\prime}\right) \\
& \\
& \quad+\frac{\rho_{2}^{2}}{2} \frac{\partial^{2} u}{\partial y^{2}}\left(x^{\prime}, y^{\prime}\right),
\end{aligned}
$$

where $x^{\theta_{k}}=\left(1-\theta_{k}\right) x_{i+1}+\theta_{k} x_{i}, y^{\theta_{k}}=\left(1-\theta_{k}\right) y_{j+1}+\theta_{k} y_{j}, x^{\prime}=(1-\theta) \hat{\tilde{x}}_{i}+$ $\theta x_{i}, y^{\prime}=(1-\theta) \hat{\tilde{y}}_{j}+\theta y_{j}, 0 \leq \theta_{k} \leq 1(k=1,2,3)$, and $0 \leq \theta \leq 1$. Thus we have

$$
\begin{aligned}
& \left|L_{1}\left(u^{n-1}\right)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)-u^{n-1}\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)\right| \\
& \leq \tilde{M}\left(\left\|u^{n-1}\right\|_{H^{2}}\right)\left[h_{1} \min \left(\frac{h_{1}}{2}, K \Delta t\right)+h_{2} \min \left(\frac{h_{2}}{2}, K \Delta t\right)\right] .
\end{aligned}
$$

Similarly, for $\hat{\tilde{x}}_{i, j} \in \Omega_{1}$, we can prove that this inequality holds for $\hat{\tilde{x}}_{i, j} \in$ $\Omega_{2}, \Omega_{3}, \Omega_{4}$. Therefore we have the following lemma.

Lemma 3.1 If $U^{n-1}(\bar{x})$ is obtained by the bilinear interpolation, we have

$$
\begin{aligned}
& \left(c \tilde{\xi}^{n-1}, \tilde{\xi}^{n-1}\right)=\sum_{i, j=1}^{J_{1}-1, J_{2}-1} c_{i, j}\left(\tilde{\xi}_{i, j}^{n-1}\right)^{2} h_{1} h_{2} \leq \sum_{i, j=1}^{J_{1}-1, J_{2}-1} c_{i, j} L_{1}^{2}\left(\xi^{n-1}\right) h_{1} h_{2} \\
& \quad+M \sum_{i, j=1}^{J_{1}-1, J_{2}-1} c_{i, j}\left|u^{n-1}\left(\hat{\tilde{x}}_{i, j}, \hat{\tilde{y}}_{i, j}\right)-L_{1}\left(u^{n-1}\right)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)\right|^{2} h_{1} h_{2} \\
& \quad \leq\left(c \xi^{n-1}, \xi^{n-1}\right)+\varepsilon\left[\left\|\delta_{x,+} \xi^{n-1}\right\|^{2}+\left\|\delta_{y,+} \xi^{n-1}\right\|^{2}\right] \Delta t+M_{2}\left\|\xi^{n-1}\right\|^{2} \Delta t \\
& \quad+\tilde{M}\left(\left\|u^{n-1}\right\|_{H^{2}}\right)\left[h_{1} \min \left(\frac{h_{1}}{2}, K \Delta t\right)+h_{2} \min \left(\frac{h_{2}}{2}, K \Delta t\right)\right]^{2} .
\end{aligned}
$$
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$$
\begin{aligned}
& L_{2}(\xi)(x, y)=N_{1}(x, y) \xi_{i-1, j-1}+N_{2}(x, y) \xi_{i+1, j-1}+N_{3}(x, y) \xi_{i+1, j+1} \\
& \quad+N_{4}(x, y) \xi_{i-1, j+1}+N_{5}(x, y) \xi_{i, j-1}+N_{6}(x, y) \xi_{i+1, j}+N_{7}(x, y) \xi_{i, j+1} \\
& \quad+N_{8}(x, y) \xi_{i-1, j}+N_{9}(x, y) \xi_{i, j}
\end{aligned}
$$

where $N_{i}(x, y)(i=1, \ldots, 9)$ denotes the interpolating function corresponding to node $i$ as shown in Fig. 4. Then we have

$$
\begin{aligned}
& L_{2}(\xi)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)=\xi_{i, j}-\frac{1}{2} \alpha_{i, j}\left(\delta_{x,+} \xi_{i, j}+\delta_{x,-} \xi_{i, j}\right) h_{1}-\frac{1}{2} \beta_{i, j}\left(\delta_{y,+} \xi_{i, j}\right. \\
& \left.\quad+\delta_{y,-} \xi_{i, j}\right) h_{2}+\frac{1}{2} \alpha_{i, j}^{2} \delta_{x,+}\left(\xi_{i, j}-\xi_{i-1, j}\right) h_{1}+\frac{1}{2} \beta_{i, j}^{2} \delta_{y,+}\left(\xi_{i, j}-\xi_{i, j-1}\right) h_{2} \\
& \quad+\frac{1}{4} \alpha_{i, j} \beta_{i, j}\left(\delta_{x,+} \xi_{i, j+1}+\delta_{x,-} \xi_{i, j+1}-\delta_{x,+} \xi_{i, j-1}-\delta_{x,-} \xi_{i, j-1}\right) h_{1} \\
& \quad+\frac{1}{4} \alpha_{i, j}^{2} \beta_{i, j}\left[\delta_{x,+}\left(\xi_{i, j-1}-\xi_{i-1, j-1}\right)-\delta_{x,+}\left(\xi_{i, j+1}-\xi_{i-1, j+1}\right)\right] h_{1} \\
& \left.\quad+\frac{1}{4} \alpha_{i, j} \beta_{i, j}^{2}\left[\delta_{y,+}\left(\xi_{i-1, j}-\xi_{i-1, j-1}\right)-\delta_{y,+} \xi_{i+1, j}-\xi_{i+1, j-1}\right)\right] h_{2} \\
& \quad+\frac{1}{4} \alpha_{i, j}^{2} \beta_{i, j}^{2}\left[\delta_{y,+}\left(\xi_{i-1, j}-\xi_{i-1, j-1}\right)-2 \delta_{y,+}\left(\xi_{i, j}-\xi_{i, j-1}\right)\right. \\
& \left.\quad+\delta_{y,++}\left(\xi_{i+1, j}-\xi_{i+1, j-1}\right)\right] h_{2}^{2} .
\end{aligned}
$$

Similar to the bilinear interpolation, we also obtain an inequality for the biquadratic interpolation through a tediously long computation, namely

$$
\begin{aligned}
& \sum_{i, j=1}^{J_{1}-1, J_{2}-1} c_{i, j} L_{2}^{2}(\xi)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right) h_{1} h_{2} \\
& \quad \leq\left(c \xi^{n-1}, \xi^{n-1}\right)+M_{3}\left\|\xi^{n-1}\right\|^{2} \Delta t+\varepsilon\left[\left|\left[\delta_{x,+} \xi^{n-1}\left\|^{2}+\right\| \delta_{y,+} \xi^{n-1}\right]\right|^{2}\right] \Delta t \\
& \left|L_{2}\left(u^{n-1}\right)\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)-u^{n-1}\left(\hat{\tilde{x}}_{i}, \hat{\tilde{y}}_{j}\right)\right| \\
& \quad \leq \tilde{M}\left(\left\|u^{n-1}\right\|_{H^{3}}\right)\left[h_{1}^{2} \min \left(\frac{h_{1}}{2}, K \Delta t\right)+h_{2}^{2} \min \left(\frac{h_{2}}{2}, K \Delta t\right)\right] .
\end{aligned}
$$

Therefore, we obtain

Lemma 3.2 if $U^{n-1}(\bar{x})$ is obtained by the biquadratic interpolation, we have

$$
\begin{aligned}
& \left(c \tilde{\xi}^{n-1}, \tilde{\xi}^{n-1}\right) \leq\left(c \xi^{n-1}, \xi^{n-1}\right)+M_{3}\left\|\xi^{n-1}\right\|^{2} \Delta t+\varepsilon\left[\|\left[\delta_{x,+} \xi^{n-1} \|^{2}\right.\right. \\
& \left.\left.\quad+\| \delta_{y,+} \xi^{n-1}\right]\left.\right|^{2}\right] \Delta t+\tilde{M}\left(\left\|u^{n-1}\right\|_{H^{3}}\right)\left[h_{1}^{2} \min \left(\frac{h_{1}}{2}, K \Delta t\right)+h_{2}^{2} \min \left(\frac{h_{2}}{2}, K \Delta t\right)\right]^{2} .
\end{aligned}
$$

From (3.4), the inequalities for $I_{i}(i=1,2,3,4)$, and $U^{n-1}(\bar{x})$ obtained from the bilinear interpolation, we have

$$
\begin{aligned}
& \frac{1}{2}\left[\left(c \xi^{n}, \xi^{n}\right)-\left(c \xi^{n-1}, \xi^{n-1}\right)\right]+a_{0}\left[\left\|\delta_{x,+} \xi^{n-1}\right\|^{2}+\left\|\delta_{y,+} \xi^{n-1}\right\|^{2}\right] \Delta t \\
& \leq \varepsilon\left[\left\|\delta_{x,+} \xi^{n}\right\|^{2}+\left\|\delta_{y,+} \xi^{n}\right\|^{2}\right] \Delta t+\varepsilon\left[\left\|\delta_{x,+} \xi^{n-1}\right\|^{2}+\left\|\delta_{y,+} \xi^{n-1}\right\|^{2}\right] \Delta t \\
& \quad+\tilde{M}\left(\|u\|_{W^{1, \infty}\left(L^{\infty}\right)},\|u\|_{L^{\infty}\left(W^{1, \infty}\right)}\right)\left(\left\|\xi^{n}\right\|^{2}+\left\|\xi^{n-1}\right\|^{2}+\Delta t^{2}\right) \Delta t \\
& \left.\quad+\frac{1}{2} M_{1}\left(\|u\|_{L^{\infty}\left(H^{4}\right)}\right)\left(h_{1}^{4}+h_{2}^{4}\right)+\left\|\frac{\partial^{2} u}{\partial \tau^{2}}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; \tilde{l}^{2}\right)} \Delta t^{2}\right) \Delta t \\
& \quad+\tilde{M}\left(\left\|u^{n-1}\right\|_{\left.H^{2}\right)}\right)\left[h_{1} \min \left(\frac{h_{1}}{2}, K \Delta t\right)+h_{2} \min \left(\frac{h_{2}}{2}, K \Delta t\right)\right]^{2} .
\end{aligned}
$$

Choosing $\varepsilon=\frac{a_{0}}{4}$ and summing up the inequality in Lemma 3.2 for n , we obtain

$$
\begin{aligned}
& \left\|\xi^{n}\right\|^{2}+a_{0} \sum_{m=0}^{n}\left[\left\|\delta_{x,+} \xi^{m}\right\|^{2}+\left\|\delta_{y,+} \xi^{m}\right\|^{2}\right] \Delta t \\
& \quad \leq \tilde{M}\left(\|u\|_{W^{1, \infty}\left(L^{\infty}\right)},\|u\|_{L^{\infty}\left(H^{4}\right)},\left\|\frac{\partial^{2} u}{\partial \tau^{2}}\right\|_{L^{2}\left(\tilde{l}^{2}\right)}\right)\left(\sum_{m=0}^{n}\left\|\xi^{m}\right\|^{2} \Delta t+h_{1}^{4}+h_{2}^{4}\right. \\
& \left.\quad+\Delta t^{2}\right)+\tilde{M}\left(\left\|u^{n-1}\right\|_{H^{2}}\right)\left[h_{1} \min \left(\frac{h_{1}}{2 \sqrt{\Delta t}}, K \Delta t\right)+h_{2} \min \left(\frac{h_{2}}{2 \sqrt{\Delta t}}, K \Delta t\right)\right]^{2} .
\end{aligned}
$$

Applying the Gronwell inequality, we obtain

$$
\begin{gather*}
\left\|\xi^{n}\right\|+\left(\sum_{m=0}^{n}\left[\left\|\delta_{x,+} \xi^{m}\right\|^{2}+\left\|\delta_{y,+} \xi^{m}\right\|^{2}\right] \Delta t\right)^{\frac{1}{2}} \leq \tilde{M}\left(\|u\|_{W^{1, \infty}\left(L^{\infty}\right)},\|u\|_{L^{\infty}\left(H^{4}\right)}\right. \\
\left.\left\|\frac{\partial^{2} u}{\partial \tau^{2}}\right\|_{L^{2}\left(\tilde{l} \tilde{l}^{2}\right)}\right)\left(\left[h_{1} \min \left(\frac{h_{1}}{2 \sqrt{\Delta t}}, K \Delta t\right)+h_{2} \min \left(\frac{h_{2}}{2 \sqrt{\Delta t}}, K \Delta t\right)\right]+\Delta t\right) \tag{3.5}
\end{gather*}
$$

Therefore, we have the theorems.
Theorem 3.3 Let $u \in W^{1, \infty}\left(L^{\infty}\right) \cap L^{\infty}\left(H^{4}\right)$ be the solution of equation (1.1) and $\frac{\partial^{2} u}{\partial \tau^{2}} \in L^{2}\left(\tilde{l}^{2}\right)$, and let $\left\{U_{i, j}^{n}\right\}$ be the solution of equation (2.3) based on the bilinear interpolation. Then the error estimation (3.5) holds.

Theorem 3.4 Under the assumptions of Theorem 3.3 about $u$ and the solutions $\left\{U_{i, j}^{n}\right\}$ of equation (2.3) based on the biquadratic interpolations, the error $\xi^{n}=u^{n}-U^{n}$ satisfies the following inequality

$$
\begin{aligned}
\left\|\xi^{n}\right\| & +\left(\sum_{0}^{N}\left[\left\|\delta_{x,+} \xi^{n}\right\|^{2}+\left\|\delta_{y,+} \xi^{n}\right\|^{2}\right] \Delta t\right)^{\frac{1}{2}} \\
& \leq \tilde{M}\left(\|u\|_{W^{1, \infty}\left(L^{\infty}\right)},\|u\|_{L^{\infty}\left(H^{4}\right)},\left\|\frac{\partial^{2} u}{\partial \tau^{2}}\right\|_{L^{2}\left(\tilde{l}^{2}\right)}\right)\left(h_{1}^{2}+h_{2}^{2}+\Delta t\right)
\end{aligned}
$$
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# Fractional Step Methods for Compressible Multicomponent Flow in Porous Media 

Yirang Yuan


#### Abstract

This paper discusses characteristic finite difference and finite element fractional step methods for three-dimensional multicomponent flow in porous media. Optimal order estimates in the $L^{2}$-norm are derived for the errors in the approximate solution.


KEYWORDS: compressible flow, characteristic finite difference and finite element, fractional steps, $L^{2}$-error estimates

## 1 Introduction

In modern numerical simulation of prospecting and exploiting oil-gas resources, the problems met are often three-dimensional, large-scale, large-scope and extralong-term ones. The node number is as large as tens of thousands or even hundreds of millions, which calls for the new technology of fractional steps to solve the problems. First, a kind of characteristic finite difference fractional step methods is developed. Thick and thin grids are used to form a complete set of techniques, such as the piecewise product threefold-quadratic interpolation, the calculus of variations, the multiplicative commutation rule of difference operators, and the decomposition of high order difference operators. The prior estimates and techniques are adopted. Optimal order estimates in the $L^{2}$-norm are derived to determine the errors in the approximate solution. Next, we establish a kind of characteristic finite element operatorsplitting methods and use the operator-splitting, characteristic method, the calculus of variations, the energy method, negative norm estimates, and the theory of prior estimates and techniques. Optimal order estimates in the $L^{2}$ norm are derived for the errors in the approximate solution. These methods are successfully used in oil-gas resource estimation, enhanced oil recovery simulation, and seawater intrusion numerical simulation.

The mathematical model for the three-dimensional compressible multicomponent displacement problems is the nonlinear partial equations with initial-boundary conditions [2, 8, 9, 4, 6]

$$
\begin{array}{lll}
\text { (a) } \quad d(c) \frac{\partial p}{\partial t}+\nabla \cdot u=q(x, t), & x \in \Omega, & t \in J=(0, T]  \tag{1.1}\\
\text { (b) } u=-a(c) \nabla p, & x \in \Omega, & t \in J
\end{array}
$$

and

$$
\begin{align*}
& \Phi(x) \frac{\partial c_{\alpha}}{\partial t}+b_{\alpha}(c) \frac{\partial p}{\partial t}+u \cdot \nabla c_{\alpha}-\nabla \cdot\left(D \nabla c_{\alpha}\right)=g\left(x, t, c_{\alpha}\right)  \tag{1.2}\\
& x \in \Omega, \quad t \in J, \quad \alpha=1,2, \ldots, n_{c}-1
\end{align*}
$$

where $p(x, t)$ is the pressure function, $c_{\alpha}(x, t)$ is the concentration of $\alpha$ th component, $\alpha=1,2, \ldots, n_{c}, n_{c}$ is the number of components, $\sum_{\alpha=1}^{n_{c}} c_{\alpha}(x, t)=1$, $d(c)=\Phi(x) \sum_{\alpha=1}^{n_{c}} z_{\alpha} c_{\alpha}, \Phi(x)$ is the porosity, $z_{\alpha}$ is the "constant compressibility" factor for the $\alpha$ th component, $u$ is the Darcy velocity, $a(c)=k(x) \mu(c)^{-1}$, $k(x)$ is the permeability of the rock, $\mu(c)$ is the viscosity of the fluid, $b_{\alpha}(c)=$ $\Phi(x) c_{\alpha}\left\{z_{\alpha}-\sum_{j=1}^{n_{c}} z_{j} c_{j}\right\}$, and $D(x)$ is the diffusion coefficient. Let $c(x, t)=$ $\left(c_{1}(x, t), c_{2}(x, t), \ldots, c_{n_{c}-1}(x, t)\right)^{T}$. Then the pressure function $p(x, t)$ and the concentration functions $c(x, t)$ are obtained.

Here we assume that no flow occurs across the boundary:

$$
\begin{align*}
& \text { (a) } u \cdot \gamma=0, \quad x \in \partial \Omega \\
& \text { (b) }\left(D \nabla c_{\alpha}-c_{\alpha} u\right) \cdot \gamma=0, \quad x \in \partial \Omega, \quad \alpha=1,2, \ldots, n_{c}-1 \tag{1.3}
\end{align*}
$$

where $\gamma$ is the outer normal to $\partial \Omega$. In addition, the initial conditions

$$
\begin{align*}
& \text { (a) } p(x, 0)=p_{0}(x), \quad x \in \Omega \\
& \text { (b) } c_{\alpha}(x, 0)=c_{\alpha, 0}(x), \quad x \in \Omega, \quad \alpha=1,2, \ldots, n_{c}-1 \tag{1.4}
\end{align*}
$$

must be given.
For planar two-phase immiscible flow, Douglas, Ewing, Russell, and many others have published a series of fundamental papers on the characteristic finite difference and finite element methods [1, 7, 5, 3]. For compressible two-phase displacement problems, Douglas and others have published their papers [2, 8, ,9, 4]. On the basis of the preceding works this article makes a further study of the characteristic finite difference and finite element fractional step methods and $L^{2}$-error estimates for a three-dimensional compressible multicomponent displacement problem. The three-dimensional problem
is decomposed to solve three one-dimensional problems continuously, thus greatly reducing the amount of computation work and making the actual computation of the project possible. This method is used successfully in oilgas resources estimation [15, 12, enhanced oil recovery simulation 10, 11], and seawater intrusion numerical simulation [13, 14].

Generally, this is a positive definite problem
(a) $0<a_{*} \leq a(c) \leq a^{*}, 0<d_{*} \leq d(c) \leq d^{*}, 0<D_{*} \leq D(x) \leq D^{*}$,
(b) $\left|\frac{\partial a}{\partial c}(x, c)\right|+\left|\frac{\partial d}{\partial c}(x, c)\right| \leq K^{*}$,
where $a_{*}, a^{*}, d_{*}, d^{*}, D_{*}, D^{*}$, and $K^{*}$ are constants. Our assumptions on the regularity of the solution of (1.1)-(1.5) are given collectively by

$$
\begin{gathered}
p, c_{\alpha} \in L^{\infty}\left(W^{4, \infty}\right) \bigcap W^{1, \infty}\left(W^{1, \infty}\right), \quad \frac{\partial^{2} p}{\partial t^{2}}, \frac{\partial^{2} c_{\alpha}}{\partial \tau^{2}} \in L^{\infty}\left(L^{\infty}\right) \\
\alpha=1,2, \ldots, n_{c}-1
\end{gathered}
$$

Assume that $\Omega=\{[0,1]\}^{3}$ and problem (1.1)-(1.5) is $\Omega$-periodic. Then the boundary condition (1.3) can be dropped [2, 7, 5].

In this paper $M$ and $\varepsilon$ express a general positive constant and a general positive small constant, respectively, and they may have different meanings in different places.

## 2 Finite Difference Fractional Steps

Let $\Omega=\{[0,1]\}^{3}, h=1 / N, X_{i j h}=(i h, j h, k h)^{T}, t^{n}=n \Delta t W\left(X_{i j k}, t^{n}\right)=$ $W_{i j k}^{n}$,
(a) $A_{i+1 / 2, j k}^{n}=\left[a\left(X_{i j k}, C_{i j k}^{n}\right)+a\left(X_{i+1, j k}, C_{i+1, j k}^{n}\right)\right] / 2$,
(b) $a_{i+1 / 2, j k}^{n}=\left[a\left(X_{i j k}, c_{i j k}^{n}\right)+a\left(X_{i+1, j k}, c_{i+1, j k}^{n}\right)\right] / 2$,
and $A_{i, j+1 / 2, k}^{n}, A_{i j, k+1 / 2}^{n}, a_{i, j+1 / 2, k}^{n}$, and $a_{i j, k+1 / 2}^{n}$ be defined analogously. Let
(a) $\delta_{\bar{x}_{1}}\left(A^{n} \delta_{x_{1}} P^{n+1}\right)_{i j k}=h^{-2}\left[A_{i+1 / 2, j k}^{n}\left(P_{i+1, j k}^{n+1}-P_{i j k}^{n+1}\right)\right.$

$$
\begin{equation*}
\left.-A_{i-1 / 2, j k}^{n}\left(P_{i j k}^{n+1}-P_{i-1, j k}^{n+1}\right)\right] \tag{2.2}
\end{equation*}
$$

(b) $\delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}} P^{n+1}\right)_{i j k}=h^{-2}\left[A_{i, j+1 / 2, k}^{n}\left(P_{i, j+1, k}^{n+1}-P_{i j k}^{n+1}\right)\right.$

$$
\left.-A_{i, j-1 / 2, k}^{n}\left(P_{i j k}^{n+1}-P_{i, j-1, k}^{n+1}\right)\right],
$$

(c) $\delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}} P^{n+1}\right)_{i j k}=h^{-2}\left[A_{i j, k+1 / 2}^{n}\left(P_{i j, k+1}^{n+1}-P_{i j k}^{n+1}\right)\right.$
$\left.-A_{i j, k-1 / 2}^{n}\left(P_{i j k}^{n+1}-P_{i j, k-1}^{n+1}\right)\right]$,
(d) $\nabla_{h}\left(A^{n} \nabla P^{n+1}\right)_{i j k}=\delta_{\bar{x}_{1}}\left(A^{n} \delta_{x_{1}} P^{n+1}\right)_{i j k}$

$$
+\delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}} P^{n+1}\right)_{i j k}+\delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}} P^{n+1}\right)_{i j k}
$$

For the fluid equation (1.1), the finite difference fractional step scheme is given by

$$
\begin{align*}
& \text { (a) } \quad d\left(C_{i j k}^{n}\right) \frac{P_{i j k}^{n+1 / 3}-P_{i j k}^{n}}{\Delta t}=\delta_{\bar{x}_{1}}\left(A^{n} \delta_{x_{1}} P^{n+1 / 3}\right)_{i j k}+\delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}} P^{n}\right)_{i j k} \\
& \quad+\delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}} P^{n}\right)_{i j k}+q\left(X_{i j k}, t^{n+1}\right), \quad 1 \leq i \leq N, \\
& \text { (b) } \quad d\left(C_{i j k}^{n}\right) \frac{P_{i j k}^{n+2 / 3}-P_{i j k}^{n+1 / 3}}{\Delta t}=\delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}}\left(P^{n+2 / 3}-P^{n}\right)\right)_{i j k}, 1 \leq j \leq N, \\
& \text { (c) } \quad d\left(C_{i j k}^{n}\right) \frac{P_{i j k}^{n+1}-P_{i j k}^{n+2 / 3}}{\Delta t}=\delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}}\left(P^{n+1}-P^{n}\right)\right)_{i j k}, \quad 1 \leq k \leq N . \tag{2.3}
\end{align*}
$$

Compute the approximate Darcy velocity $U=\left(U_{1}, U_{2}, U_{3}\right)^{T}$ as follows:

$$
\begin{equation*}
U_{1, i j k}^{n}=-\frac{1}{2}\left[A_{i+1 / 2, j k}^{n} \frac{P_{i+1, j k}^{n}-P_{i j k}^{n}}{h}+A_{i-1 / 2, j k}^{n} \frac{P_{i j k}^{n}-P_{i-1, j k}^{n}}{h}\right], \tag{2.4}
\end{equation*}
$$

with $U_{2, i j k}^{n}$ and $U_{3, i j k}^{n}$ being the corresponding average in the other direction.
As the flow is essentially in the characteristic direction, we apply the modified method of characteristic to the first-order parts of (1.2), thus ensuring a high accuracy of the numerical results [1] 7, 5, 3]. Let $\Psi(x, u)=$ $\left[\Phi^{2}(x)+|u|^{2}\right]^{1 / 2}$ and $\partial / \partial \tau=\frac{1}{\Psi}\{\Phi \partial / \partial t+u \cdot \nabla\}$. Equation (1.2) can be rewritten in the form

$$
\psi \frac{\partial c_{\alpha}}{\partial \tau}-\nabla \cdot\left(D \nabla c_{\alpha}\right)+b_{\alpha}(c) \frac{\partial p}{\partial t}=g\left(x, t, c_{\alpha}\right), \quad x \in \Omega, \quad t \in J
$$

Approximate $\frac{\partial c_{\alpha}^{n+1}}{\partial \tau}=\frac{\partial c_{\alpha}}{\partial \tau}\left(x, t^{n+1}\right)$ by a backward difference quotient in $\tau$-direction, $\frac{\partial c_{\alpha}^{n+1}}{\partial \tau} \approx \frac{c_{\alpha}^{n+1}-c_{\alpha}^{n}\left(x-\Phi^{-1}(x) u^{n+1}(x) \Delta t\right)}{\Delta t \sqrt{1+\Phi^{-2}(x)\left|u^{n+1}(x)\right|^{2}}}$.

For the system of concentration equations, the characteristic difference fractional step schemes are given by

$$
\begin{gathered}
\text { (a) } \quad \Phi_{i j k} \frac{C_{\alpha, i j k}^{n+1 / 3}-\hat{C}_{\alpha, i j k}^{n}}{\Delta t}=\delta_{\bar{x}_{1}}\left(D \delta_{x_{1}} C_{\alpha}^{n+1 / 3}\right)_{i j k} \\
+\delta_{\bar{x}_{2}}\left(D \delta_{x_{2}} C_{\alpha}^{n}\right)_{i j k}+\delta_{\bar{x}_{3}}\left(D \delta_{x_{3}} C_{\alpha}^{n}\right)_{i j k} \\
\quad-b_{\alpha}\left(C_{i j k}^{n}\right) \frac{P_{i j k}^{n+1}-P_{i j k}^{n}}{\Delta t}+g\left(X_{i j k}, t^{n}, \hat{C}_{\alpha, i j k}^{n}\right), \\
1 \leq i \leq N, \quad \alpha=1,2, \ldots, n_{c}-1,
\end{gathered}
$$

(b) $\Phi_{i j k} \frac{C_{\alpha, i j k}^{n+2 / 3}-C_{\alpha, i j k}^{n+1 / 3}}{\Delta t}=\delta_{\bar{x}_{2}}\left(D \delta_{x_{2}}\left(C_{\alpha}^{n+2 / 3}-C_{\alpha}^{n}\right)\right)_{i j k}$,

$$
\begin{equation*}
1 \leq j \leq N, \quad \alpha=1,2, \ldots, n_{c}-1 \tag{2.5}
\end{equation*}
$$

(c) $\Phi_{i j k} \frac{C_{\alpha, i j k}^{n+1}-C_{\alpha, i j k}^{n+2 / 3}}{\Delta t}=\delta_{\bar{x}_{3}}\left(D \delta_{x_{3}}\left(C_{\alpha}^{n+1}-C_{\alpha}^{n}\right)\right)_{i j k}$,

$$
1 \leq k \leq N, \quad \alpha=1,2, \ldots, n_{c}-1
$$

where we interpret $C_{\alpha}^{n}(x)$ as the piecewise threefold-quadratic interpolation [15], $\hat{C}_{\alpha, i j k}^{n}=C_{\alpha}^{n}\left(\hat{X}_{i j k}^{n}\right)$, and $\hat{X}_{i j k}^{n}=X_{i j k}-\Phi_{i j k}^{-1} U_{i j k}^{n} \Delta t$.

The initial approximation is given by

$$
\begin{align*}
& P_{i j k}^{0}=p_{0}\left(X_{i j k}\right), \quad C_{\alpha, i j k}^{0}=c_{\alpha, 0, i j k} \\
& \quad 1 \leq i, j, k \leq N, \quad \alpha=1,2, \ldots, n_{c}-1 \tag{2.6}
\end{align*}
$$

The algorithm for a time step is as follows: Assume the approximate solution $\left\{P_{i j k}^{n}, C_{\alpha, i j k}^{n}\left(\alpha=1,2, \ldots, n_{c}-1\right)\right\}$ at time $t^{n}$ is known. First, from scheme (2.3a), the method of speed up is used to get the solution of transition sheaf $\left\{P_{i j k}^{n+1 / 3}\right\}$ along the $x_{1}$ direction. From (2.3b), we obtain $\left\{P_{i j k}^{n+2 / 3}\right\}$ and from $(2.3 c),\left\{P_{i j k}^{n+1}\right\}$. Next, from scheme $(2.5 a)$, by using the method of speed up, we get the solution of transition sheaf $\left\{C_{\alpha, i j k}^{n+1 / 3}\right\}$ along the $x_{1}$ direction. From (2.5b), we obtain $\left\{C_{\alpha, i j k}^{n+2 / 3}\right\}$ and from (2.5c), $\left\{C_{\alpha, i j k}^{n+1}\right\}$. So a complete time step can be taken. Finally, because of the positive definite condition, only one solution of this problem can be obtained.

## 3 Convergence Analysis of Finite Difference

Let $\pi=p-P$ and $\xi_{\alpha}=c_{\alpha}-C_{\alpha}$, where $p$ and $c_{\alpha}\left(\alpha=1,2, \ldots, n_{c}-1\right)$ are the exact solutions of this problem and $P$ and $C_{\alpha}\left(\alpha=1,2, \ldots, n_{c}-1\right)$ are the difference solutions.

First, consider the fluid equation for equation (2.3a), by using (2.3b) and (2.3c), we get the equivalent form

$$
\begin{align*}
& d\left(C_{i j k}^{n}\right) \frac{P_{i j k}^{n+1}-P_{i j k}^{n}}{\Delta t}-\nabla_{h}\left(A^{n} \nabla_{h} P^{n+1}\right)_{i j k}=q\left(X_{i j k}, t^{n+1}\right) \\
& -(\Delta t)^{2}\left\{\delta_{\bar{x}_{1}}\left(A^{n} \delta_{x_{1}}\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}}\right)\right)\right)+\delta_{\bar{x}_{1}}\left(A ^ { n } \delta _ { x _ { 1 } } \left(d^{-1}\left(C^{n}\right)\right.\right.\right. \\
& \left.\left.\left.\quad \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}}\right)\right)\right)+\delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}}\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}}\right)\right)\right)\right\} d_{t} P_{i j k}^{n}  \tag{3.1}\\
& +(\Delta t)^{3} \delta_{\bar{x}_{1}}\left(A ^ { n } \delta _ { x _ { 1 } } \left(d ^ { - 1 } ( C ^ { n } ) \delta _ { \overline { x } _ { 2 } } \left(A ^ { n } \delta _ { x _ { 2 } } \left(d^{-1}\left(C^{n}\right)\right.\right.\right.\right. \\
& \left.\quad \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}} d_{t} P^{n}\right) \ldots\right)_{i j k}, \quad 1 \leq i, j, k \leq N,
\end{align*}
$$

where $d_{t} P_{i j k}^{n}=\left\{P_{i j k}^{n+1}-P_{i j k}^{n}\right\} / \Delta t$. By (1.1) $\left(t=t^{n+1}\right)$ and (3.1), we have the pressure error equations

$$
\begin{align*}
& d\left(C_{i j k}^{n}\right) \frac{\pi_{i j k}^{n+1}-\pi_{i j k}^{n}}{\Delta t}-\nabla_{h}\left(A^{n} \nabla_{h} \pi^{n+1}\right)_{i j k}=-(\Delta t)^{2}\left\{\delta _ { \overline { x } _ { 1 } } \left(A^{n} \delta_{x_{1}}\right.\right. \\
& \left.\quad\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}}\right)\right)\right)+\delta_{\bar{x}_{1}}\left(A^{n} \delta_{x_{1}}\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}}\right)\right)\right) \\
& \left.+\delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}}\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}}\right)\right)\right)\right\} d_{t} \pi_{i j k}^{n}+(\Delta t)^{3} \delta_{\bar{x}_{1}}\left(A^{n} \delta_{x_{1}}\right. \\
& \quad\left(d ^ { - 1 } ( C ^ { n } ) \delta _ { \overline { x } _ { 2 } } \left(A^{n} \delta_{x_{2}}\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}} d_{t} \pi^{n}\right) \ldots\right)_{i j k}\right.\right.  \tag{3.2}\\
& +(\Delta t)^{2}\left\{\delta_{\bar{x}_{1}}\left(A^{n} \delta_{x_{1}}\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}}\right)\right)\right)+\delta_{\bar{x}_{1}}\left(A ^ { n } \delta _ { x _ { 1 } } \left(d^{-1}\left(C^{n}\right)\right.\right.\right. \\
& \left.\left.\left.\quad \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}}\right)\right)\right)+\delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}}\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}}\right)\right)\right)\right\} d_{t} p_{i j k}^{n} \\
& -(\Delta t)^{3} \delta_{\bar{x}_{1}}\left(A ^ { n } \delta _ { x _ { 1 } } \left(d ^ { - 1 } ( C ^ { n } ) \delta _ { \overline { x } _ { 2 } } \left(A ^ { n } \delta _ { x _ { 2 } } \left(d^{-1}\left(C^{n}\right)\right.\right.\right.\right. \\
& \left.\quad \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}} d_{t} p^{n}\right) \ldots\right)_{i j k}+\sigma_{i j k}^{n+1}, \quad 1 \leq i, j, k \leq N ;
\end{align*}
$$

here $d_{t} \pi^{n}=\frac{1}{\Delta t}\left(\pi^{n+1}-\pi^{n}\right)$ and $\left|\sigma_{i j k}^{n+1}\right| \leq M\left\{\left\|\frac{\partial^{2} p}{\partial t^{2}}\right\|_{L^{\infty}\left(L^{\infty}\right)},\left\|\frac{\partial p}{\partial t}\right\|_{L^{\infty}\left(W^{4, \infty}\right)}\right.$, $\left.\|p\|_{L^{\infty}\left(W^{4, \infty}\right)},\left\|c_{\alpha}\right\|_{L^{\infty}\left(W^{3, \infty}\right)}\left(\alpha=1,2, \ldots, n_{c}-1\right)\right\}\left(h^{2}+\Delta t\right)$. Suppose that the space and time steps satisfy

$$
\begin{equation*}
\Delta t=O\left(h^{2}\right) \tag{3.3}
\end{equation*}
$$

By testing (3.2) against $\delta_{t} \pi_{i j k}^{n}=d_{t} \pi_{i j k}^{n} \Delta t=\pi_{i j k}^{n+1}-\pi_{i j k}^{n}$ and summing by parts, we have

$$
\begin{align*}
< & d\left(C^{n}\right) d_{t} \pi^{n}, d_{t} \pi^{n}>\Delta t+\frac{1}{2}\left\{<A^{n} \nabla_{h} \pi^{n+1}, \nabla_{h} \pi^{n+1}>\right. \\
- & \left.<A^{n} \nabla_{h} \pi^{n}, \nabla_{h} \pi^{n}>\right\} \leq M\left\{h^{4}+(\Delta t)^{2}\right\} \Delta t+\varepsilon\left|d_{t} \pi^{n}\right|_{0}^{2} \Delta t \\
- & (\Delta t)^{3}\left\{<\delta_{\bar{x}_{1}}\left(A^{n} \delta_{x_{1}}\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}} d_{t} \pi^{n}\right)\right)\right), d_{t} \pi^{n}>\right.  \tag{3.4}\\
+ & <\delta_{\bar{x}_{1}}\left(A^{n} \delta_{x_{1}}\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}} d_{t} \pi^{n}\right)\right)\right), d_{t} \pi^{n}>+<\delta_{\bar{x}_{2}}\left(A^{n} \delta_{x_{2}}\right. \\
& \left.\left.\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}} d_{t} \pi^{n}\right)\right)\right), d_{t} \pi^{n}>\right\}+(\Delta t)^{4}<\delta_{\bar{x}_{1}}\left(A^{n} \delta_{x_{1}}\right. \\
& \left(d ^ { - 1 } ( C ^ { n } ) \delta _ { \overline { x } _ { 2 } } \left(A^{n} \delta_{x_{2}}\left(d^{-1}\left(C^{n}\right) \delta_{\bar{x}_{3}}\left(A^{n} \delta_{x_{3}} d_{t} \pi^{n}\right) \ldots\right)_{i j k}, d_{t} \pi^{n}>.\right.\right.
\end{align*}
$$

By the multiplicative commutation rule of difference operators and the decomposition of high order difference operators, we obtain

$$
\begin{align*}
& \left|d_{t} \pi^{n}\right|_{0}^{2} \Delta t+\frac{1}{2}\left\{<A^{n} \nabla_{h} \pi^{n+1}, \nabla_{h} \pi^{n+1}>-<A^{n} \nabla_{h} \pi^{n}, \nabla_{h} \pi^{n}>\right\}  \tag{3.5}\\
& \quad \leq M\left\{\left|\pi^{n+1}\right|_{1}^{2}+\left|\pi^{n}\right|_{1}^{2}+h^{4}+(\Delta t)^{2}\right\}(\Delta t)
\end{align*}
$$

Next, consider the concentration equations. For equations (2.5a), (2.5b),
and (2.5c), we get the equivalent from

$$
\begin{align*}
& \Phi_{i j k} \frac{C_{\alpha, i j k}^{n+1}-\hat{C}_{\alpha, i j k}^{n}}{\Delta t}-\nabla_{h}\left(D \nabla_{h} C^{n+1}\right)_{i j k}=-b_{\alpha}\left(C_{i j k}^{n}\right) \frac{P_{i j k}^{n+1}-P_{i j k}^{n}}{\Delta t} \\
& +g\left(X_{i j k}, t^{n}, \hat{C}_{\alpha, i j k}^{n}\right)-(\Delta t)^{2}\left\{\delta_{\bar{x}_{1}}\left(D \delta_{x_{1}}\left(\Phi^{-1} \delta_{\bar{x}_{2}}\left(D \delta_{x_{2}}\right)\right)\right)\right. \\
& \left.+\delta_{\bar{x}_{1}}\left(D \delta_{x_{1}}\left(\Phi^{-1} \delta_{\bar{x}_{3}}\left(D \delta_{x_{3}}\right)\right)\right)+\delta_{\bar{x}_{2}}\left(D \delta_{x_{2}}\left(\Phi^{-1} \delta_{\bar{x}_{3}}\left(D \delta_{x_{3}}\right)\right)\right)\right\} d_{t} C_{\alpha, i j k}^{n}  \tag{3.6}\\
& +(\Delta t)^{3} \delta_{\bar{x}_{1}}\left(D \delta _ { x _ { 1 } } \left(\Phi ^ { - 1 } \delta _ { \overline { x } _ { 2 } } \left(D \delta_{x_{2}}\left(\Phi^{-1} \delta_{\bar{x}_{3}}\left(D \delta_{x_{3}} d_{t} C_{\alpha}^{n}\right) \ldots\right)_{i j k},\right.\right.\right. \\
& \quad 1 \leq i, j, k \leq N, \quad \alpha=1,2, \ldots, n_{c}-1 .
\end{align*}
$$

Similarly, we can obtain

$$
\begin{align*}
& \left|d_{t} \xi_{\alpha}^{n}\right|_{0}^{2} \Delta t+<D \nabla_{h} \xi_{\alpha}^{n+1}, \nabla_{h} \xi_{\alpha}^{n+1}>-<D \nabla_{h} \xi_{\alpha}^{n}, \nabla_{h} \xi_{\alpha}^{n}> \\
& \quad \leq M\left\{\left|\xi^{n}\right|_{1}^{2}+\left|\xi^{n+1}\right|_{1}^{2}+\left|\nabla_{h} \pi^{n}\right|_{0}^{2}+h^{4}+(\Delta t)^{2}\right\} \tag{3.7}
\end{align*}
$$

where $|\xi|_{1}^{2}=|\xi|_{0}^{2}+\left|\nabla_{h} \xi\right|_{0}^{2}$.
For (3.5), summing on $0 \leq n \leq L$ and for (3.7), summing on $0 \leq n \leq L$, $1 \leq \alpha \leq n_{c}-1$, we have

$$
\begin{align*}
& \sum_{n=0}^{L}\left|d_{t} \pi^{n}\right|_{0}^{2} \Delta t+\left|\pi^{L+1}\right|_{1}^{2}  \tag{3.8}\\
& \quad \leq \varepsilon \sum_{n=0}^{L-1}\left|d_{t} \xi^{n}\right|_{0}^{2} \Delta t+M\left\{h^{4}+(\Delta t)^{2}+\sum_{n=1}^{L}\left|\pi^{n+1}\right|_{1}^{2} \Delta t\right\}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{n=0}^{L}\left|d_{t} \xi^{n}\right|_{0}^{2} \Delta t+\left|\xi^{L+1}\right|_{1}^{2} \leq M\left\{h^{4}+(\Delta t)^{2}+\sum_{n=1}^{L}\left[\left|\xi^{n+1}\right|_{1}^{2}+\left|\pi^{n}\right|_{1}^{2}\right] \Delta t\right\} \tag{3.9}
\end{equation*}
$$

Combining (3.8) and (3.9) and applying the discrete Gronwall inequality, we have

$$
\begin{equation*}
\sum_{n=0}^{L}\left[\left|d_{t} \pi^{n}\right|_{0}^{2}+\left|d_{t} \xi^{n}\right|_{0}^{2}\right] \Delta t+\left|\pi^{L+1}\right|_{1}^{2}+\left|\xi^{L+1}\right|_{1}^{2} \leq M\left\{h^{4}+(\Delta t)^{2}\right\} \tag{3.10}
\end{equation*}
$$

Theorem I Suppose that the exact solution of problems (1.1)-(1.5) satisfies condition: $p, c_{\alpha}\left(\alpha=1,2, \ldots, n_{c}-1\right) \in W^{1, \infty}\left(W^{1, \infty}\right) \bigcap L^{\infty}\left(L^{\infty}\right)$, $\partial p / \partial t, \partial c_{\alpha} / \partial t\left(\alpha=1,2, \ldots, n_{c}-1\right) \in L^{\infty}\left(W^{4, \infty}\right), \partial^{2} p / \partial t^{2}, \partial^{2} c_{\alpha} / \partial \tau^{2}(\alpha=$ $\left.1,2, \ldots, n_{c}-1\right) \in L^{\infty}\left(L^{\infty}\right)$. Adopt the characteristic finite difference fractional steps schemes (2.3) and (2.5). Let the discretization parameter satisfy relation (3.3). The error estimates hold

$$
\begin{align*}
& \|p-P\|_{\bar{L}^{\infty}\left(J ; h^{1}\right)}+\sum_{\alpha=1}^{n_{c}-1}\left\|c_{\alpha}-C_{\alpha}\right\|_{\bar{L}^{\infty}\left(J ; h^{1}\right)}+\left\|d_{t}(p-P)\right\|_{\bar{L}^{2}\left(J ; l^{2}\right)} \\
& \quad+\sum_{\alpha=1}^{n_{c}-1}\left\|d_{t}\left(c_{\alpha}-C_{\alpha}\right)\right\|_{\bar{L}^{\infty}\left(J ; l^{1}\right)} \leq M^{*}\left\{h^{2}+(\Delta t)\right\} \tag{3.11}
\end{align*}
$$

where $\|f\|_{\bar{L}^{\infty}(J ; X)}=\sup _{n \Delta t \leq T}\left\|f^{n}\right\|_{X},\|g\|_{\bar{L}^{2}(J ; X)}=\sup _{n \Delta t \leq T}\left\{\sum_{n=0}^{N}\left\|g^{n}\right\|_{X}^{2} \Delta t\right\}^{1 / 2}$, $M^{*}=M^{*}\left\{\|p\|_{W^{1, \infty}\left(W^{1, \infty}\right)},\|p\|_{L^{\infty}\left(W^{4, \infty}\right)},\left\|\frac{\partial p}{\partial t}\right\|_{L^{\infty}\left(W^{4, \infty}\right)},\left\|\frac{\partial^{2} p}{\partial t^{2}}\right\|_{L^{\infty}\left(L^{\infty}\right)}\right.$, $\left\|c_{\alpha}\right\|_{W^{1, \infty}\left(W^{1, \infty}\right)},\left\|c_{\alpha}\right\|_{L^{\infty}\left(W^{4, \infty}\right)},\left\|\frac{\partial c_{\alpha}}{\partial t}\right\|_{L^{\infty}\left(W^{4, \infty}\right)},\left\|\frac{\partial^{2} c_{\alpha}}{\partial \tau^{2}}\right\|_{L^{\infty}\left(L^{\infty}\right)}, \quad(\alpha=$ $\left.\left.1,2, \ldots, n_{c}-1\right)\right\}$.

## 4 Finite Element Operator-Splitting

The finite element method for problem (1.1)-(1.4) based on the weak form is given by
(a) $\left(d \frac{\partial p}{\partial t}, v\right)+(a(c) \nabla p, \nabla v)=(q(c), v)$,

$$
v \in H^{1}(\Omega), \quad t \in J=(0, T]
$$

$$
\begin{align*}
& \left(\Phi \frac{\partial c_{\alpha}}{\partial t}, z\right)+\left(u \cdot \nabla c_{\alpha}, z\right)+\left(D \nabla c_{\alpha}, \nabla z\right)+\left(b_{\alpha}(c) \frac{\partial p}{\partial t}, z\right)  \tag{b}\\
& =\left(g\left(c_{\alpha}\right), z\right), \quad z \in H^{1}(\Omega), \quad t \in J, \quad \alpha=1,2, \ldots, n_{c}-1 \tag{4.1}
\end{align*}
$$

Assume that $d=d_{1}\left(x_{1}\right) d_{2}\left(x_{2}\right) d_{3}\left(x_{3}\right)$ and $\Phi=\Phi_{1}\left(x_{1}\right) \Phi_{2}\left(x_{2}\right) \Phi_{3}\left(x_{3}\right)$. We discuss a finite element operator-splitting method approximation of the fluid equation (4.1a). We equidistantly subdivide the region $\Omega$. The coding of nodes: $\left\{x_{1, \alpha} \mid 0 \leq \alpha \leq N_{x_{1}}\right\},\left\{x_{2, \beta} \mid 0 \leq \beta \leq N_{x_{2}}\right\}$, and $\left\{x_{3, \gamma} \mid 0 \leq \gamma \leq N_{x_{3}}\right\}$ is used. The global coding of three-dimensional mesh region $i(i=1,2, \ldots, N)$, $N=\left(N_{x_{1}}+1\right)\left(N_{x_{2}}+1\right)\left(N_{x_{3}}+1\right)$ is obtained. The tensor product index of node $i$ is $(\alpha(i), \beta(i), \gamma(i))$, where $\alpha(i)$ is the number of the $x_{1}$-axis, $\beta(i)$ is the number of the $x_{2}$-axis, and $\gamma(i)$ is the number of the $x_{3}$-axis. The tensor product basis can be rewritten as products of one-dimensional basis functions in the manner

$$
\begin{align*}
& N_{i}\left(x_{1}, x_{2}, x_{3}\right)=\varphi_{\alpha(i)}\left(x_{1}\right) \psi_{\beta(i)}\left(x_{2}\right) \omega_{\gamma(i)}\left(x_{3}\right)  \tag{4.2}\\
& \quad=\varphi_{\alpha}\left(x_{1}\right) \psi_{\beta}\left(x_{2}\right) \omega_{\gamma}\left(x_{3}\right), \quad 1 \leq i \leq N
\end{align*}
$$

If $N_{h_{p}}=\varphi \otimes \psi \otimes \omega$ is a finite element space, let

$$
W=\left\{w \mid w, \frac{\partial w}{\partial x_{i}}, \frac{\partial^{2} w}{\partial x_{i} \partial x_{j}}(i \neq j), \frac{\partial^{3} w}{\partial x_{1} \partial x_{2} \partial x_{3}} \in L_{2}(\Omega)\right\}
$$

Note that $N_{h_{p}} \subset W[22,23]$. The approximation properties are given by the inequalities

$$
\begin{equation*}
\inf _{\chi \in N_{h}}\left\{\sum_{m=0}^{3} h_{p}^{m} \sum_{\substack{i, j, k=0,1 \\ i+j+k=m}}\left\|\frac{\partial^{m}(u-\chi)}{\partial x_{1}^{i} \partial x_{2}^{j} \partial x_{3}^{k}}\right\|_{0}\right\} \leq M h_{p}^{k+1}\|u\|_{k+1}, \tag{4.3}
\end{equation*}
$$

where $h_{p}=\max \left\{N_{x_{1}}^{-1}, N_{x_{2}}^{-1}, N_{x_{3}}^{-1}\right\}$ is the subdivision step.
We discuss a characteristic finite element operator-splitting method approximation of the concentration equations (4.1b); similarly, we equidistantly subdivide the region $\Omega$ and use the coding of nodes: $\left\{x_{1, \lambda} \mid 0 \leq \lambda \leq N_{x_{1}}\right\}$, $\left\{x_{2, \mu} \mid 0 \leq \mu \leq N_{x_{2}}\right\}$, and $\left\{x_{3, \chi} \mid 0 \leq \chi \leq N_{x_{3}}\right\}$. The global coding $j$ $(j=1,2, \ldots, M), M=\left(M_{x_{1}}+1\right)\left(M_{x_{2}}+1\right)\left(M_{x_{3}}+1\right)$ is obtained. The tensor product index of node $j$ is $(\lambda(j), \mu(j), \chi(j))$. The tensor product basis can be rewritten as products of one-dimensional basis functions in the manner

$$
\begin{align*}
& M_{j}\left(x_{1}, x_{2}, x_{3}\right)=\Phi_{\lambda(j)}\left(x_{1}\right) \Psi_{\mu(j)}\left(x_{2}\right) \Omega_{\chi(j)}\left(x_{3}\right)  \tag{4.4}\\
& \quad=\Phi_{\lambda}\left(x_{1}\right) \Psi_{\mu}\left(x_{2}\right) \Omega_{\chi}\left(x_{3}\right), \quad 1 \leq j \leq M
\end{align*}
$$

Let the finite element space $M_{h_{c}}=M_{h}=\Phi \otimes \Psi \otimes \Omega$. Note that $M_{h} \subset W$. The approximation properties are given by the inequalities

$$
\begin{equation*}
\inf _{\varphi \in M_{h}}\left\{\sum_{m=0}^{3} h_{c}^{m} \sum_{\substack{i, j, k=0,1 \\ i+j+k=m}}\left\|\frac{\partial^{m}(u-\varphi)}{\partial x_{1}^{i} \partial x_{2}^{j} \partial x_{3}^{k}}\right\|_{0}\right\} \leq M h_{c}^{l+1}\|u\|_{l+1}, \tag{4.5}
\end{equation*}
$$

where $h_{c}=\max \left\{M_{x_{1}}^{-1}, M_{x_{2}}^{-1}, M_{x_{3}}^{-1}\right\}$ is the subdivision step.
The characteristic finite element two-level operator-splitting scheme of problem (4.1): When $t=t^{n}$, if $\left\{P_{h}^{n}, C_{h}^{n}\right\} \in N_{h} \times M_{h}^{n_{c}-1}$ are known, we find the finite element solution $\left\{P_{h}^{n+1}, C_{h}^{n+1}\right\} \in N_{h} \times M_{h}^{n_{c}-1}, t=t^{n+1}$. First, the finite element scheme of the fluid equation (4.1a):

$$
\begin{align*}
& \left(d d_{t} p_{h}^{n}, v_{h}\right)+\left(a\left(c_{h}^{n}\right) \nabla P_{h}^{n}, \nabla v_{h}\right)+\lambda_{p} \Delta t\left(d \nabla d_{t} P_{h}^{n}, \nabla v_{h}\right) \\
& +\left(\lambda_{p} \Delta t\right)^{2} \sum_{i \neq j, i, j=1,2,3}^{3}\left(d \frac{\partial^{2} d_{t} P_{h}^{n}}{\partial x_{i} \partial x_{j}}, \frac{\partial^{2} v_{h}}{\partial x_{i} \partial x_{j}}\right)+\left(\lambda_{p} \Delta t\right)^{3}  \tag{4.6}\\
& +\left(d \frac{\partial^{3} d_{t} P_{h}^{n}}{\partial x_{1} \partial x_{2} \partial x_{3}}, \frac{\partial^{3} v_{h}}{\partial x_{1} \partial x_{2} \partial x_{3}}\right)=\left(q\left(x, t^{n}, C_{h}^{n}\right), v_{h}\right), \quad \forall v_{h} \in N_{h} \\
& U_{h}^{n}=-a\left(C_{h}^{n}\right) \nabla P_{h}^{n} \tag{4.7}
\end{align*}
$$

where $d_{t} P_{h}^{n}=\left(P_{h}^{n+1}-P_{h}^{n}\right) / \Delta t$,

$$
\begin{aligned}
& \sum_{i \neq j, i, j=1,2,3}^{3}\left(d \frac{\partial^{2} d_{t} P_{h}^{n}}{\partial x_{i} \partial x_{j}}, \frac{\partial^{2} v_{h}}{\partial x_{i} \partial x_{j}}\right)=\left(d \frac{\partial^{2} d_{t} P_{h}^{n}}{\partial x_{1} \partial x_{2}}, \frac{\partial^{2} v_{h}}{\partial x_{1} \partial x_{2}}\right) \\
& \quad+\left(d \frac{\partial^{2} d_{t} P_{h}^{n}}{\partial x_{2} \partial x_{3}}, \frac{\partial^{2} v_{h}}{\partial x_{2} \partial x_{3}}\right)+\left(d \frac{\partial^{2} d_{t} P_{h}^{n}}{\partial x_{3} \partial x_{1}}, \frac{\partial^{2} v_{h}}{\partial x_{3} \partial x_{1}}\right)
\end{aligned}
$$

and $\lambda_{p}$ is a chosen constant.
As the flow is essentially in the characteristic direction, we apply the modified method of characteristic to the first-order parts of (4.1b), thus ensuring a high accuracy of the numerical results [1, 7, [5, 3]. Let $\psi(x, u)=$ $\left[\Phi^{2}(x)+|u|^{2}\right]^{1 / 2}$ and $\partial / \partial \tau=\psi^{-1}\{\Phi \partial / \partial t+u \cdot \nabla\}$. We write (4.1b) in the form

$$
\begin{gather*}
\left(\psi \frac{\partial c_{\alpha}}{\partial \tau}, z\right)+\left(D \nabla c_{\alpha}, \nabla z\right)+\left(b_{\alpha}(c) \frac{\partial p}{\partial t}, z\right)=\left(g\left(c_{\alpha}, z\right)\right)  \tag{4.8}\\
z \in H^{1}(\Omega), \quad t \in J, \quad \alpha=1,2, \ldots, n_{c}-1
\end{gather*}
$$

Approximate $\frac{\partial c_{\alpha}^{n+1}}{\partial \tau}=\frac{\partial c_{\alpha}}{\partial \tau}\left(x, t^{n+1}\right)$ by a backward difference quotient in the $\tau$-direction, $\frac{\partial c_{\alpha}^{n+1}}{\partial \tau} \approx \frac{c_{\alpha}^{n+1}(x)-c_{\alpha}^{n}\left(x-u^{n+1} \Delta t / \Phi(x)\right)}{\Delta t\left(1+\Phi^{-2}\left|u^{n+1}\right|^{2}\right)^{1 / 2}}$.

For the concentration equations (4.8), the characteristic finite element operator-splitting procedure is

$$
\begin{align*}
& \left(\Phi \frac{C_{\alpha, h}^{n+1}-\hat{C}_{\alpha, h}^{n}}{\Delta t}, z_{h}\right)+\left(D \nabla C_{\alpha, h}^{n}, \nabla z_{h}\right)+\lambda_{c} \Delta t\left(\Phi \nabla d_{t} C_{\alpha, h}^{n}, \nabla z_{h}\right) \\
& +\left(\lambda_{c} \Delta t\right)^{2} \sum_{i \neq j, i, j=1,2,3}^{3}\left(\Phi \frac{\partial^{2} d_{t} C_{\alpha, h}^{n}}{\partial x_{i} \partial x_{j}}, \frac{\partial^{2} z_{h}}{\partial x_{i} \partial x_{j}}\right)+\left(\lambda_{c} \Delta t\right)^{3}  \tag{4.9}\\
& +\left(\Phi \frac{\partial^{3} d_{t} C_{\alpha, h}^{n}}{\partial x_{1} \partial x_{2} \partial x_{3}}, \frac{\partial^{3} z_{h}}{\partial x_{1} \partial x_{2} \partial x_{3}}\right)+\left(b_{\alpha}\left(C_{h}^{n}\right) d_{t} P_{h}^{n}, z_{h}\right) \\
& =\left(g\left(\hat{C}_{\alpha, h}^{n}\right), z_{h}\right), \quad \forall z_{h} \in M_{h}, \quad \alpha=1,2, \ldots, n_{c}-1
\end{align*}
$$

where $\hat{C}_{\alpha, h}^{n}=C_{\alpha, h}^{n}(\hat{x}), \hat{x}=x-U_{h}^{n} \Delta t / \Phi(x)$, and $\lambda_{c}$ is a chosen constant.
For the fluid equation (4.6), if $P_{h}^{n+1}=\sum_{\alpha, \beta, \gamma} \xi_{\alpha \beta \gamma}^{n+1} \varphi_{\alpha} \psi_{\beta} \omega_{\gamma}$, then (4.6) can be written in the form

$$
\begin{align*}
& \sum_{\alpha, \beta, \gamma}\left(\xi_{\alpha \beta \gamma}^{n+1}-\xi_{\alpha \beta \gamma}^{n}\right)\left(d \varphi_{\alpha} \otimes \psi_{\beta} \otimes \omega_{\gamma}, \varphi_{\alpha} \otimes \psi_{\beta} \otimes \omega_{\gamma}\right) \\
& +\lambda_{p} \Delta t \sum_{\alpha, \beta, \gamma}\left(\xi_{\alpha \beta \gamma}^{n+1}-\xi_{\alpha \beta \gamma}^{n}\right)\left\{\left(d \varphi_{\alpha}^{\prime} \otimes \psi_{\beta} \otimes \omega_{\gamma}, \varphi_{\alpha}^{\prime} \otimes \psi_{\beta} \otimes \omega_{\gamma}\right)\right. \\
& \left.+\left(d \varphi_{\alpha} \otimes \psi_{\beta}^{\prime} \otimes \omega_{\gamma}, \varphi_{\alpha} \otimes \psi_{\beta}^{\prime} \otimes \omega_{\gamma}\right)+\left(d \varphi_{\alpha} \otimes \psi_{\beta} \otimes \omega_{\gamma}^{\prime}, \varphi_{\alpha} \otimes \psi_{\beta} \otimes \omega_{\gamma}^{\prime}\right)\right\} \\
& +\left(\lambda_{p} \Delta t\right)^{2} \sum_{\alpha, \beta, \gamma}\left(\xi_{\alpha \beta \gamma}^{n+1}-\xi_{\alpha \beta \gamma}^{n}\right)\left\{\left(d \varphi_{\alpha}^{\prime} \otimes \psi_{\beta}^{\prime} \otimes \omega_{\gamma}, \varphi_{\alpha}^{\prime} \otimes \psi_{\beta}^{\prime} \otimes \omega_{\gamma}\right)\right. \tag{4.10}
\end{align*}
$$

$$
\begin{aligned}
& \left.+\left(d \varphi_{\alpha} \otimes \psi_{\beta}^{\prime} \otimes \omega_{\gamma}^{\prime}, \varphi_{\alpha} \otimes \psi_{\beta}^{\prime} \otimes \omega_{\gamma}^{\prime}\right)+\left(d \varphi_{\alpha}^{\prime} \otimes \psi_{\beta} \otimes \omega_{\gamma}^{\prime}, \varphi_{\alpha}^{\prime} \otimes \psi_{\beta} \otimes \omega_{\gamma}^{\prime}\right)\right\} \\
& +\left(\lambda_{p} \Delta t\right)^{3} \sum_{\alpha, \beta, \gamma}\left(\xi_{\alpha \beta \gamma}^{n+1}-\xi_{\alpha \beta \gamma}^{n}\right)\left(d \varphi_{\alpha}^{\prime} \otimes \psi_{\beta}^{\prime} \otimes \omega_{\gamma}^{\prime}, \varphi_{\alpha}^{\prime} \otimes \psi_{\beta}^{\prime} \otimes \omega_{\gamma}^{\prime}\right)=\Delta t F^{n}
\end{aligned}
$$

Let

$$
\begin{array}{ll}
C_{x_{1}}=\left(\int_{0}^{1} d_{1} \varphi_{\alpha_{1}} \varphi_{\alpha_{2}} d x_{1}\right), & A_{x_{1}}=\left(\int_{0}^{1} d_{1} \varphi_{\alpha_{1}}^{\prime} \varphi_{\alpha_{2}}^{\prime} d x_{1}\right), \\
C_{x_{2}}=\left(\int_{0}^{1} d_{2} \psi_{\beta_{1}} \psi_{\beta_{2}} d x_{2}\right), & A_{x_{2}}=\left(\int_{0}^{1} d_{2} \psi_{\beta_{1}}^{\prime} \psi_{\beta_{2}}^{\prime} d x_{2}\right), \\
C_{x_{3}}=\left(\int_{0}^{1} d_{3} \omega_{\gamma_{1}} \omega_{\gamma_{2}} d x_{3}\right), & A_{x_{3}}=\left(\int_{0}^{1} d_{3} \omega_{\gamma_{1}}^{\prime} \omega_{\gamma_{2}}^{\prime} d x_{3}\right) .
\end{array}
$$

Then we have

$$
\begin{align*}
& \left(C_{x_{1}}+\lambda_{p} \Delta t A_{x_{1}}\right) \otimes\left(C_{x_{2}}+\lambda_{p} \Delta t A_{x_{2}}\right) \otimes\left(C_{x_{3}}+\lambda_{p} \Delta t A_{x_{3}}\right) \\
& \quad\left(\xi^{n+1}-\xi^{n}\right)=\Delta t F^{n} \tag{4.11}
\end{align*}
$$

where

$$
\begin{equation*}
F_{\alpha \beta \gamma}^{n}=-\left(a\left(C_{h}^{n}\right) \nabla P_{h}^{n}, \nabla\left(\varphi_{\alpha} \otimes \psi_{\beta} \otimes \omega_{\gamma}\right)\right)+\left(q\left(C_{h}^{n}\right), \varphi_{\alpha} \otimes \psi_{\beta} \otimes \omega_{\gamma}\right) \tag{4.12}
\end{equation*}
$$

We point out that (4.11) can be solved by an alternating-direction.
For the concentration equation (4.9), if $C_{\alpha, h}^{n+1}=\sum_{\lambda, \mu, \chi} \zeta_{\alpha, \lambda \mu \chi}^{n+1} \Phi_{\lambda} \Psi_{\mu} \Omega_{\chi}$, it can be written in the form

$$
\begin{align*}
& \sum_{\lambda, \mu, \chi}\left(\zeta_{\alpha, \lambda \mu \chi}^{n+1}-\zeta_{\alpha, \lambda \mu \chi}^{n}\right)\left(\Phi \Phi_{\lambda} \otimes \Psi_{\mu} \otimes \Omega_{\chi}, \Phi_{\lambda} \otimes \Psi_{\mu} \otimes \Omega_{\chi}\right) \\
& +\lambda_{c} \Delta t \sum_{\lambda, \mu, \chi}\left(\zeta_{\alpha, \lambda \mu \chi}^{n+1}-\zeta_{\alpha, \lambda \mu \chi}^{n}\right)\left\{\left(\Phi \Phi_{\lambda}^{\prime} \otimes \Psi_{\mu} \otimes \Omega_{\chi}, \Phi_{\lambda}^{\prime} \otimes \Psi_{\mu} \otimes \Omega_{\chi}\right)\right. \\
& \left.+\left(\Phi \Phi_{\lambda} \otimes \Psi_{\mu}^{\prime} \otimes \Omega_{\chi}, \Phi_{\lambda} \otimes \Psi_{\mu}^{\prime} \otimes \Omega_{\chi}\right)+\left(\Phi \Phi_{\lambda} \otimes \Psi_{\mu} \otimes \Omega_{\chi}^{\prime}, \Phi_{\lambda} \otimes \Psi_{\mu} \otimes \Omega_{\chi}^{\prime}\right)\right\} \\
& +\left(\lambda_{c} \Delta t\right)^{2} \sum_{\lambda, \mu, \chi}\left(\zeta_{\alpha, \lambda \mu \chi}^{n+1}-\zeta_{\alpha, \lambda \mu \chi}^{n}\right)\left\{\left(\Phi \Phi_{\lambda}^{\prime} \otimes \Psi_{\mu}^{\prime} \otimes \Omega_{\chi}, \Phi_{\lambda}^{\prime} \otimes \Psi_{\mu}^{\prime} \otimes \Omega_{\chi}\right)\right. \\
& +\left(\Phi \Phi_{\lambda} \otimes \Psi_{\mu}^{\prime} \otimes \Omega_{\chi}^{\prime}, \Phi_{\lambda} \otimes \Psi_{\mu}^{\prime} \otimes \Omega_{\chi}^{\prime}\right)+\left(\Phi \Phi_{\lambda}^{\prime} \otimes \Psi_{\mu} \otimes \Omega_{\chi}^{\prime},\right. \\
& \left.\left.\Phi_{\lambda}^{\prime} \otimes \Psi_{\mu} \otimes \Omega_{\chi}^{\prime}\right)\right\}+\left(\lambda_{c} \Delta t\right)^{3} \sum_{\lambda, \mu, \chi}\left(\zeta_{\alpha, \lambda \mu \chi}^{n+1}-\zeta_{\alpha, \lambda \mu \chi}^{n}\right)\left(\Phi \Phi_{\lambda}^{\prime} \otimes \Psi_{\mu}^{\prime} \otimes \Omega_{\chi}^{\prime},\right. \\
& \left.\Phi_{\lambda}^{\prime} \otimes \Psi_{\mu}^{\prime} \otimes \Omega_{\chi}^{\prime}\right)=\Delta t G_{\alpha}^{n}, \quad \alpha=1,2, \ldots, n_{c}-1, \tag{4.13}
\end{align*}
$$

where

$$
\begin{array}{rlrl}
D_{x_{1}}=\left(\int_{0}^{1} \Phi_{1} \Phi_{\lambda_{1}}\left(x_{1}\right) \Phi_{\lambda_{2}}\left(x_{1}\right) d x_{1}\right), & B_{x_{1}} & =\left(\int_{0}^{1} \Phi_{1} \Phi_{\lambda_{1}}^{\prime} \Phi_{\lambda_{2}}^{\prime} d x_{1}\right) \\
D_{x_{2}} & =\left(\int_{0}^{1} \Phi_{2} \Psi_{\mu_{1}} \Psi_{\mu_{2}} d x_{2}\right), & B_{x_{2}}=\left(\int_{0}^{1} \Phi_{2} \Psi_{\mu_{1}}^{\prime} \Psi_{\mu_{2}}^{\prime} d x_{2}\right) \\
D_{x_{3}}=\left(\int_{0}^{1} \Phi_{3} \Omega_{\chi_{1}} \Omega_{\chi_{2}} d x_{3}\right), & B_{x_{3}}=\left(\int_{0}^{1} \Phi_{3} \Omega_{\chi_{1}}^{\prime} \Omega_{\chi_{2}}^{\prime} d x_{3}\right) \\
\left(D_{x_{1}}+\lambda_{c} \Delta t B_{x_{1}}\right) \otimes\left(D_{x_{2}}+\lambda_{c} \Delta t B_{x_{2}}\right) \otimes\left(D_{x_{3}}+\lambda_{c} \Delta t B_{x_{3}}\right) \\
& \left(\zeta_{\alpha}^{n+1}-\zeta_{\alpha}^{n}\right)=\Delta t G_{\alpha}^{n}, \quad \alpha=1,2, \ldots, n_{c}-1, \tag{4.14}
\end{array}
$$

and

$$
\begin{align*}
& G_{\alpha, \lambda \mu \chi}^{n}=\frac{1}{\Delta t}\left(\Phi\left(\hat{C}_{\alpha, h}^{n}-C_{\alpha, h}^{n}\right), \Phi_{\lambda} \otimes \Psi_{\mu} \otimes \Omega_{\chi}\right) \\
& \quad-\left(D \nabla C_{\alpha, h}^{n}, \nabla\left(\Phi_{\lambda} \otimes \Psi_{\mu} \otimes \Omega_{\chi}\right)\right)-\left(b_{\alpha}\left(C_{h}^{n}\right) d_{t} P_{h}^{n}, \Phi_{\lambda} \otimes \Psi_{\mu} \otimes \Omega_{\chi}\right) \\
& \quad+\left(g\left(\hat{C}_{\alpha, h}^{n}\right), \Phi_{\lambda} \otimes \Psi_{\mu} \otimes \Omega_{\chi}\right) \tag{4.15}
\end{align*}
$$

Similarly, we point out that (4.13) can be solved by an alternating-direction.
Theorem II Suppose that the exact solution of problem (1.1)-(1.5) is smooth. Adopt the characteristic finite element operator-splitting scheme (4.6), (4.7), and (4.9). Suppose that $k \geq 1, l \geq 1$, and the spatial and time discretizations satisfy the relations $\Delta t=O\left(h_{p}^{2}\right)=O\left(h_{c}^{2}\right), h_{p}^{k+1}=o\left(h_{c}^{3 / 2}\right)$, and $h_{c}^{l+1}=o\left(h_{p}^{3 / 2}\right)$. Then the error estimate holds

$$
\begin{align*}
& \left\|p-P_{h}\right\|_{\bar{L}_{\infty}\left(J ; L^{2}(\Omega)\right)}+\sum_{\alpha=1}^{n_{c}-1}\left\|c_{\alpha}-C_{\alpha, h}\right\|_{\bar{L}_{\infty}\left(J ; L^{2}(\Omega)\right)} \\
& +\left\|d_{t}\left(p-P_{h}\right)\right\|_{\bar{L}_{2}\left(J ; L^{2}(\Omega)\right)}+h_{c} \sum_{\alpha=1}^{n_{c}-1}\left\|c_{\alpha}-C_{\alpha, h}\right\|_{\bar{L}_{2}\left(J ; H^{1}(\Omega)\right)}  \tag{4.16}\\
& \quad \leq M^{*}\left\{\Delta t+h_{p}^{k+1}+h_{c}^{l+1}\right\}
\end{align*}
$$

where $\|g\|_{\bar{L}_{\infty}(J ; X)}=\sup _{n \Delta t \leq T}\left\|g^{n}\right\|,\|g\|_{\bar{L}_{2}(J ; X)}=\sup _{N \Delta t \leq T}\left(\sum_{n=0}^{N}\left\|g^{n}\right\|_{X}^{2}\right)^{1 / 2}$, and the constant $M^{*}$ depends on $p, c$, and its derivatives.

## 5 Applications

The numerical method has already been used in the numerical simulation for evolutionary history [15, 12], their mathematical model:

$$
\begin{equation*}
\nabla \cdot\left(\frac{K}{\mu} \nabla p\right)=(\alpha(1-\Phi)+\beta \Phi) \frac{\partial p}{\partial t}-\alpha(1-\Phi) \frac{\partial s}{\partial t} \tag{a}
\end{equation*}
$$

$$
\begin{equation*}
+(\alpha(1-\Phi)+\beta \Phi) \frac{\partial p_{h}}{\partial t}, \quad X=\left(x_{1}, x_{2}, x_{3}\right)^{T} \in \Omega, \quad t \in J \tag{5.1}
\end{equation*}
$$

(b) $\nabla \cdot\left[K_{s} \nabla T\right]-c_{\omega} \rho_{\omega} \nabla \cdot(V T)+Q=c_{s} \rho_{s} \frac{\partial T}{\partial t}, \quad x \in \Omega, \quad t \in J$,
(c) $\frac{\partial \Phi}{\partial t}=-\alpha(1-\Phi)\left(\frac{\partial s}{\partial t}-\frac{\partial p}{\partial t}+\frac{\partial p_{h}}{\partial t}\right), \quad x \in \Omega, \quad t \in J$.

The numerical method has also been used in the numerical simulation for enhanced oil recovery simulation [10, 11. Their mathematical model is

$$
\begin{gather*}
\Phi \frac{\partial c_{i}}{\partial t}+\nabla \cdot\left(\sum_{j=1}^{n_{p}} c_{i j} u_{j}\right)-\nabla \cdot\left(\sum_{j=1}^{n_{p}} \Phi s_{j} D_{j}\left(u_{j}\right) \nabla c_{i j}\right)=Q_{i}\left(c_{i}\right),  \tag{5.2}\\
x \in \Omega, \quad t \in J, \quad i=1,2, \ldots, n_{c}
\end{gather*}
$$

Moreover, this method has been used in the numerical simulation for seawater intrusion $[14,15]$. Their mathematical model is
(a) $\nabla \cdot(a \nabla H)=S_{s} \frac{\partial H}{\partial t}-q, \quad x \in \Omega, \quad t \in J$,
(b)

$$
\begin{gather*}
\nabla \cdot(\Psi D \nabla c)-V \cdot \nabla c=\Psi \frac{\partial c}{\partial t}+\Psi S_{s} c \frac{\partial H}{\partial t}  \tag{5.3}\\
-q\left(c-c^{*}\right), \quad x \in \Omega, \quad t \in J .
\end{gather*}
$$
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# A Model and Its Solution Method for a Generalized Unsteady Seepage Flow Problem 
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#### Abstract

A model and its solution method for a generalized unsteady seepage flow problem are given. Using this method, many generalized unsteady seepage flow control equations are described. Using the solutions to these equations, the pressure distribution of vertical crevice and level wells is obtained. We can analyze the unsteady testing material of oil wells.
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## 1 Introduction

The study of seepage flow is important in engineering design. The new technology of oil field development is hard to be treated. They are related to the study of seepage flow. Some models and their solution methods have been developed for seepage flow. Using Green's functions and minor images, Ozcan and Raghavan [1, 2] gave some important results; also, see [3]. A model and its solution method for a generalized advective seepage flow problem is given. Using this method, many generalized unsteady seepage flow control equations are described. The pressure distribution of the seepage flow is obtained. Three formulas are given with different $\alpha$ and $\beta$. The formulas become approximately linear or steady state with the dimensionless time increasing. The source solutions are obtained when $\alpha-\beta+2>0$. The pressure distribution of vertical crevice and level wells is given from the solutions. We can analyze the unsteady testing material of oil wells with these results. All these results show that the method is effective.

## 2 A Mathematical Model

If $\alpha$ and $\beta$ are control parameters, we can change many seepage flow problems into generalized control equations for the unsteady Darcy flow of a weak compressible fluid in a porous medium:

$$
\begin{equation*}
\frac{\partial}{\partial r_{D}}\left(r_{D}^{\beta} \frac{\partial p_{D}}{\partial r_{D}}\right)=r_{D}^{\alpha} \frac{\partial p_{D}}{\partial t_{D}}, \quad 0 \leq \alpha \leq 3, \quad 0 \leq \beta \leq 5 \tag{2.1}
\end{equation*}
$$

where $\alpha=\theta_{\varphi}+\gamma-1, \beta=\theta_{\mu}+\gamma-1, p_{D}=k_{0} h \Delta p /\left(c_{p} Q \mu_{0} b\right), \Delta p=p-p_{i}$ for injection wells, $\Delta p=p_{i}-p$ for production wells, $t_{D}=c_{t} k_{0} t /\left(\phi \mu_{0} C_{t} r_{w}^{2}\right)$, and $r_{D}=r / r_{w}$. Here $h$ is the medium thickness. $\phi$ the porosity, $\mu_{0}$ the viscosity, $c_{t}$ the compressible coefficient, $r_{w}$ the well radius, $c_{p}$ and $C_{t}$ unit conversion coefficients, $p_{i}$ the initial pressure, $\theta_{\phi}$ the interval changing coefficient, $\theta_{k}$ the osmosis changing coefficient, $\theta_{\mu}$ the fluid viscosity changing coefficient, and $\gamma$ the fractal dimension. Form (2.1) owns an extensive meaning. It can be changed to various generalized unsteady seepage flow control equations with different $\alpha$ and $\beta$. If $Q$ is out of a vertical well, the unsteady control equation can be obtained for an even equal thickness

$$
\begin{equation*}
\frac{\partial^{2} p_{D}}{\partial r_{D}^{2}}+\frac{\beta}{r_{D}} \frac{\partial p_{D}}{\partial r_{D}}=r_{D}^{\alpha-\beta} \frac{\partial p_{D}}{\partial t_{D}} \tag{2.2}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
p_{D}\left(r_{D}, 0\right)=0 \tag{2.3}
\end{equation*}
$$

the inner condition of the well

$$
\begin{equation*}
\left(r_{D}^{\beta} \frac{\partial p_{D}}{\partial r_{D}}\right)_{r_{D}=1}=-1 \tag{2.4}
\end{equation*}
$$

the out boundary condition

$$
\begin{equation*}
p_{D}\left(\infty, t_{D}\right)=0 \tag{2.5}
\end{equation*}
$$

and the pressure at the well wall

$$
\begin{equation*}
\tilde{p}_{S D}(s)=\tilde{p}_{S D}\left(1, t_{D}\right) \tag{2.6}
\end{equation*}
$$

Eqs. (2.2)-(2.5) are unsteady seepage flow formulas of an even equal thickness vertical production well.

## 3 Solution

Making the Laplace transform for form (2.2), if $s$ is the Laplace transform variable and

$$
\tilde{p}\left(r_{D}, s\right)=\int_{0}^{\infty} p_{D}\left(r_{D}, t_{D}\right) e^{-s t_{D}} d t_{D}
$$

we can obtain

$$
\frac{\partial^{2} \tilde{p}_{D}}{\partial r_{D}^{2}}+\frac{\beta}{r_{D}} \frac{\partial \tilde{p}_{D}}{\partial r_{D}}=s r_{D}^{\alpha-\beta} \tilde{p}_{D}
$$

whose complete solution is

$$
\tilde{p}_{D}\left(r_{D}, s\right)=\left\{\begin{array}{c}
\sqrt{r_{D}^{1-\beta}}\left(c_{1} I_{\gamma}\left(Z_{1} \sqrt{r_{D}^{(\alpha-\beta+2)}}\right)+c_{2} K_{\gamma}\left(Z_{1} \sqrt{r_{D}^{(\alpha-\beta+2)}}\right)\right), \\
\alpha-\beta+2>0 \\
\sqrt{r_{D}^{1-\beta}}\left(c_{1} \sqrt{r_{D}^{\sqrt{(1-\beta)^{2}+4 s}}}+c_{2} \sqrt{r_{D}^{-\sqrt{(1-\beta)^{2}+4 s}}}\right) \\
\alpha-\beta+2=0 \\
\\
\sqrt{r_{D}^{1-\beta}}\left(c_{1} I_{\gamma}\left(Z_{2} \sqrt{r_{D}^{(\alpha-\beta+2)}}\right) c_{2} K_{\gamma}\left(Z_{2} \sqrt{r_{D}^{\alpha-\beta+2}}\right)\right) \\
\alpha-\beta+2<0
\end{array}\right.
$$

where $I_{\gamma}(\cdot)$ and $K_{\gamma}(\cdot)$ are the $\gamma$ step Bessel functions of second type:

$$
\gamma=\frac{1-\beta}{\alpha-\beta+2}, \quad Z_{1}=\frac{2 \sqrt{s}}{\alpha-\beta+2}, \quad Z_{2}=\frac{2 \sqrt{s}}{\beta-\alpha-2} .
$$

We can also obtain the pressure distribution in the medium from (2.4) and (2.5)

$$
\tilde{p}_{D}\left(r_{D}, t_{D}\right)= \begin{cases}\frac{\sqrt{r_{D}^{(1+\beta)}} I_{r}\left(Z_{1} \sqrt{r_{D}^{(\alpha-\beta+2)}}\right)}{S \sqrt{S} I_{r-1}\left(Z_{1}\right)}, & \alpha-\beta+2>0  \tag{3.1}\\ \frac{2 \sqrt{r_{D}^{(1-\beta)}} \sqrt{r_{D}^{-\sqrt{(r-\beta)^{2}+4 s}}}}{s\left(\beta+\sqrt{(1-\beta)^{2}+4 s}-1\right)}, & \alpha-\beta+2=0 \\ \frac{\sqrt{r_{D}^{(1-\beta)}} I_{r} Z_{2} \sqrt{r_{D}^{(\alpha-\beta+2)}}}{s \sqrt{s} I_{r-1}\left(Z_{2}\right)}, & \alpha-\beta+2<0\end{cases}
$$

When the dimensionless time become longer, the gradual results of form (3.1) are

$$
p_{S D}\left(t_{D}\right) \approx \frac{1}{\beta-1} \quad \text { if } \alpha-\beta+2<0
$$

and if $\alpha-\beta+2>1$,

$$
p_{S D}\left(t_{D}\right) \approx \begin{cases}\frac{1}{\beta-1}, & \beta>1 \\ \frac{1}{\alpha+1}\left(L_{n} t_{D}+2 L_{n}(\alpha+1)+\gamma\right), & \beta=1, \\ \frac{1}{\gamma} \frac{1}{\Gamma_{1-\gamma}}(\alpha-\beta+2)^{2 \gamma-1} t_{D}^{\gamma}, & \beta<1\end{cases}
$$

We can see the change trend of the pressure and pressure derivative from this equation.

There is a real space solution under the point source inner boundary condition for the first case of the complete solution. Other solution conditions do not change. The point source inner boundary condition is

$$
\left(\frac{r_{D}^{\beta} \partial p_{D}}{\partial r_{D}}\right)_{r_{D} \rightarrow 0}=-1
$$

When making the Laplace transform, the pressure distribution is

$$
\tilde{p}_{D}\left(r_{D}, s\right)=\frac{1}{s \sqrt{s}} \frac{2}{\Gamma(1-\gamma)}\left(\frac{\sqrt{s}}{\alpha-\beta+2}\right)^{1-\gamma} \sqrt{r_{D}^{(1-\beta)}} K_{\gamma}\left(Z_{1} \sqrt{r_{D}^{(\alpha-\beta+2)}}\right)
$$

which can be inverted as follows:

$$
p_{D}\left(r_{D}, t_{D}\right)=\frac{1}{\Gamma(1-\gamma)(\alpha-\beta+2)^{1-2 \gamma}} \int_{0}^{t_{D}} \tau^{\gamma-1} \exp \left(-\frac{r_{D}^{\alpha-\beta+2}}{(\alpha-\beta+2)^{2} \tau}\right) d \tau
$$

Beier's [4] point source solution can be obtained from this equation.
Using numerical methods, the dimensionless well wall pressure and pressure derivative can be obtained from (3.1) with different $\alpha$ and $\beta$. The unsteady testing material is analyzed by using these results.

## 4 Conclusions

(1) The generalized unsteady seepage flow model which we obtained can be changed into unsteady seepage flow control equations.
(2) There are three forms for the pressure distribution of seepage flow which we obtained with different $\alpha$ and $\beta$. The analysis shows that these three forms are steady state or approximately linear with longer dimensionless time.
(3) When $\alpha-\beta+2>0$, the solutions of the point source in real space are obtained by using numerical methods. The pressure distribution of vertical
crevice and level wells is obtained from these solutions. The unsteady testing material of the oil well pressure is analyzed using these results.
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# Domain Decomposition Preconditioners for Non-selfconjugate Second Order Elliptic Problems 
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#### Abstract

A non-symmetric interface Schur complement arises from non- selfconjugate second order elliptic problems with domain decomposition methods. The usual numerical methods for solving it are GMRES, ORTHOMIN, and BICGSTAB, but they take a large amount of computer time and memory. The authors find in this paper that the nonsymmetric Schur complement can in fact be changed into a symmetric one by scaling. Then an efficient preconditioner can be provided by which the preconditioned system can be solved iteratively by a modified PCG method. When the problem is imposed on a rectangular region, the condition number is estimated and is nearly one. Numerical experiments are also presented. Non-selfconjugate problems arise in mathematical modeling and numerical simulation of fluid flows and transport in porous media.
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## 1 Introduction

Consider the non-selfconjugate second order elliptic equation

$$
\begin{equation*}
-\triangle u+\omega \cdot \nabla u=f \quad \text { in } \Omega \tag{1.1}
\end{equation*}
$$

where $\Omega$ is an L-shaped region in $R^{2}$; i.e., $\Omega=\Omega^{(1)} \cup \Omega^{(2)}$, with (see Fig. 1)

$$
\Omega^{(1)}=\left(0, a_{1}\right) \times\left(0, b_{1}\right), \quad \Omega^{(2)}=\left(a_{1}, a_{2}\right) \times\left(0, b_{2}\right) .
$$

The Dirichlet boundary condition is imposed

$$
\begin{equation*}
u=0 \quad \text { on } \partial \Omega \tag{1.2}
\end{equation*}
$$

We assume that we can construct the rectangular grids $\bar{\Omega}_{h}^{(i)}$ on the rectangles $\bar{\Omega}^{(i)}, i=1,2$. With the common step $h$, we have

$$
\begin{gathered}
\bar{\Omega}_{h}^{(1)}=\left\{(n h, m h): n=0, \ldots, N_{1}, m=0, \ldots, M_{1}, N_{1} h=a_{1}, M_{1} h=b_{1}\right\}, \\
\bar{\Omega}_{h}^{(2)}=\left\{(n h, m h): n=N_{1}, \ldots, N_{1}+N_{2}, m=0, \ldots, M_{2},\right. \\
\left.\quad\left(N_{1}+N_{2}\right) h=a_{2}, M_{2} h=b_{2}\right\} .
\end{gathered}
$$

Let $\bar{\Omega}_{h}$ denote $\bar{\Omega}_{h}=\bar{\Omega}_{h}^{(1)} \cup \bar{\Omega}_{h}^{(2)}$. We decompose $\bar{\Omega}_{h}$ into two parts: $\bar{\Omega}_{h}=$


Figure 1: An L-shaped region.
$\Omega_{h} \cup \partial \Omega_{h}$, where $\partial \Omega_{h}$ is the set of the grid points belonging to the boundary $\partial \Omega$ of the region $\Omega$. For the discretization of (1.1) and (1.2), we use either finite difference methods or finite element methods. The stiffness matrix associated with the individual subdomains may be written as

$$
A^{(i)}=\left(\begin{array}{cc}
A_{I I}^{(i)} & A_{I B}^{(i)}  \tag{1.3}\\
A_{B I}^{(i)} & A_{B B}^{(i)}
\end{array}\right), \quad i=1,2 .
$$

Combining them into one we obtain the stiffness matrix

$$
A=\left(\begin{array}{ccc}
A_{I I}^{(1)} & 0 & A_{I B}^{(1)}  \tag{1.4}\\
0 & A_{I I}^{(2)} & A_{I B}^{(2)} \\
A_{B I}^{(1)} & A_{B I}^{(2)} & A_{B B}^{(1)}+A_{B B}^{(2)}
\end{array}\right) .
$$

We now partition the vector of unknown coefficients in the same way as the matrix: $u=\left(u_{I}^{(1)}, u_{I}^{(2)}, u_{B}\right)^{T}$. The linear system can then be written as

$$
\left(\begin{array}{ccc}
A_{I I}^{(1)} & 0 & 0  \tag{1.5}\\
0 & A_{I I}^{(2)} & 0 \\
A_{B I}^{(1)} & A_{B I}^{(2)} & I
\end{array}\right)\left(\begin{array}{ccc}
I & 0 & A_{I I}^{(1)-1} A_{I B}^{(1)} \\
0 & I & A_{I I}^{(2)-1} A_{I B}^{(2)} \\
0 & 0 & S^{(1)}+S^{(2)}
\end{array}\right)\left(\begin{array}{c}
u_{I}^{(1)} \\
u_{I}^{(2)} \\
u_{B}
\end{array}\right)=f
$$

where $S^{(i)}=A_{B B}^{(i)}-A_{B I}^{(i)} A_{I I}^{(i)-1} A_{I B}^{(i)}$ is called the Schur completement and each can be calculated independently. Perform a forward solver to obtain

$$
\begin{gather*}
\left(\begin{array}{ccc}
I & 0 & A_{I I}^{(1)-1} A_{I B}^{(1)} \\
0 & I & A_{I I}^{(2)-1} A_{I B}^{(2)} \\
0 & 0 & S^{(1)}+S^{(2)}
\end{array}\right)\left(\begin{array}{c}
u_{I}^{(1)} \\
u_{I}^{(2)} \\
u_{B}
\end{array}\right) \\
=\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & I & 0 \\
-A_{B I}^{(1)} & -A_{B I}^{(2)} & I
\end{array}\right)\left(\begin{array}{ccc}
A_{I I}^{(1)-1} & 0 & 0 \\
0 & A_{I I}^{(2)-1} & 0 \\
0 & 0 & I
\end{array}\right)\left(\begin{array}{c}
f_{I}^{(1)} \\
f_{I}^{(2)} \\
f_{B}
\end{array}\right) . \tag{1.6}
\end{gather*}
$$

Next, we must solve the reduced Schur complement problem

$$
\begin{equation*}
\left(S^{(1)}+S^{(2)}\right) u_{B}=f_{B}-A_{B I}^{(1)} A_{I I}^{(1)-1} f_{I}^{(1)}-A_{B I}^{2} A_{I I}^{(2)-1} f_{I}^{(2)} \equiv g \tag{1.7}
\end{equation*}
$$

The solution of this equation gives us the values along the interior boundary and the problem then splits into two independent subproblems. We can thus back solve in parallel for the interior unknowns in each substructure:

$$
\begin{equation*}
u_{I}^{(i)}=A_{I I}^{(i)-1}\left(f_{I}^{(i)}-A_{I B}^{(i)} u_{B}^{(i)}\right) . \tag{1.8}
\end{equation*}
$$

This procedure can be generalized to the case of $N$ subdomains. The Schur complement arising from non-selfconjugate second order elliptic equations is non-symmetric. Its condition number grows like $O(1 / h)$. Since it is denser than the original stiffness matrix, in general, the linear system (1.7) is solved iteratively. The usual iterative methods for non-symmetric problems are GMRES, ORTHOMIN, and BICGSTAB.

Several papers of Chan, et al. have been devoted to the construction of preconditioners for this kind of non-symmetric Schur complement; see
[2] 3]. These preconditioners are referred to as interface solvers or interface preconditioners. The authors in this paper show that the non-symmetric Schur complement can be changed into a symmetric one only through the method of diagonal scaling. An efficient preconditioner is also provided, by which the preconditioned system can then be solved iteratively by a modified PCG method instead of those mentioned above.

## 2 Diagonal Scaling and Preconditioners

Suppose that the standard five-point central difference scheme is applied, which has the form

$$
\begin{array}{cc}
-1+\frac{1}{2} \omega_{2} h \\
-1-\frac{1}{2} \omega_{1} h & 4 \\
& -1+\frac{1}{2} \omega_{1} h \\
& -1-\frac{1}{2} \omega_{2} h
\end{array}
$$

Let $T_{i}, i=1,2$, be an $M_{i} \times M_{i}$ matrix having the form

$$
T^{[i]}=\left(\begin{array}{cccc}
4 & -1+\frac{1}{2} \omega_{2} h & & \\
-1-\frac{1}{2} \omega_{2} h & 4 & \ddots & \\
& \ddots & \ddots & -1+\frac{1}{2} \omega_{2} h \\
& & -1-\frac{1}{2} \omega_{2} h & 4
\end{array}\right) .
$$

The Schur complement then becomes

$$
S=T^{[2]}-\left(1-\frac{1}{4} \omega_{1}^{2} h^{2}\right)[I, 0] B_{N_{1}}^{[1]}\left[\begin{array}{l}
I  \tag{2.1}\\
0
\end{array}\right]-\left(1-\frac{1}{4} \omega_{1}^{2} h^{2}\right) B_{N_{2}}^{[2]}
$$

where $B_{n}^{[i]}$ has the recursive relations

$$
\begin{equation*}
B_{n}^{[i]}=\left(T^{[i]}-\left(1-\frac{1}{4} \omega_{1}^{2} h^{2}\right) B_{n-1}^{[i]}\right)^{-1}, B_{1}^{[i]}=T^{[i]-1}, i=1,2 . \tag{2.2}
\end{equation*}
$$

Let $D$ be a uniformly bounded diagonal matrix with its elements given by

$$
d_{i}=\left(\sqrt{\frac{1+\frac{1}{2} \omega_{2} h}{1-\frac{1}{2} \omega_{2} h}}\right)^{i}
$$

Let $\hat{S}=D S D^{-1}$. It can be easily seen that $\hat{S}$ becomes a symmetric matrix so that the CG method can be used. Numerical experiments show that the times of iteration by the CG method reduce largely.

Let

$$
\begin{equation*}
C^{2}=K_{\omega_{2}}+\frac{1}{4} K_{\omega_{2}}^{2}+\frac{1}{4} \omega_{1}^{2} h^{2} I \tag{2.3}
\end{equation*}
$$

where

$$
K_{\omega_{2}}=\left(\begin{array}{cccc}
2 & -1+\frac{1}{2} \omega_{2} h & & \\
-1-\frac{1}{2} \omega_{2} h & 2 & \ddots & \\
& \ddots & \ddots & -1+\frac{1}{2} \omega_{2} h \\
& & -1-\frac{1}{2} \omega_{2} h & 2
\end{array}\right)
$$

Also, let $\hat{C}=D C D^{-1}$. Now, instead of solving (1.7), we can solve any of the two preconditioned systems by the PCG method

$$
\begin{equation*}
\hat{C}^{-2} \hat{S}^{2} v_{B}=D C^{-2} S g, \quad u_{B}=D^{-1} v_{B} \tag{2.4a}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{S}^{2} \hat{C}^{-2} v_{B}=D S g, \quad u_{B}=C^{-2} D^{-1} v_{B} \tag{2.4b}
\end{equation*}
$$

For the PCG method, see Chapter 9 in [5]. Or, equivalently, we solve any of the two by a modified PCG method

$$
\begin{equation*}
D C^{-2} S^{2} u_{B}=D C^{-2} S g \tag{2.5a}
\end{equation*}
$$

or

$$
\begin{equation*}
D S^{2} C^{-2} v_{B}=D S g, \quad u_{B}=C^{-2} v_{B} \tag{2.5b}
\end{equation*}
$$

## MODIFIED PCG ALGORITHM:

1. Compute $r_{0}:=g-S u_{B}^{0}, z_{0}:=C^{-2} S r_{0}$, and $p_{0}:=z_{0}$
2. For $j=0,1, \ldots$, until convergence Do:
3. $\quad \alpha_{j}:=\left(D r_{j}, z_{j}\right) /\left(D^{2} p_{j}, S^{2} p_{j}\right)$
4. $u_{B}^{j+1}:=u_{B}^{j}+\alpha_{j} p_{j}$
5. $r_{j+1}:=r_{j}-\alpha_{j} S p_{j}$
6. $z_{j+1}:=C^{-2} S r_{j+1}$
7. $\beta_{j}:=\left(D r_{j+1}, z_{j+1}\right) /\left(D r_{j}, z_{j}\right)$
8. $p_{j+1}:=z_{j+1}+\beta_{j} p_{j}$
9. EndDo

In the above algorithm, $C^{2}$ is a tri-diagnoal matrix, so it is easy for $C^{-2}$ to do the matrix-vector operations.

## 3 The Condition Number

Define the $\hat{S}^{2}$-inner product by

$$
\begin{equation*}
(x, y)_{\hat{S}^{2}}=\left(\hat{S}^{2} x, y\right)=(\hat{S} x, \hat{S} y)=\left(x, \hat{S}^{2} y\right) \tag{3.1}
\end{equation*}
$$

For a linear operator $L$, which is self-adjoint with respect to the $\hat{S}^{2}$-inner product, we use the Rayleigh quotient characterization of the extreme weighted eigenvalues

$$
\begin{equation*}
\lambda_{\min }^{\hat{S}^{2}}(L)=\min _{x \neq 0} \frac{(L x, x)_{\hat{S}^{2}}}{(x, x)_{\hat{S}^{2}}}, \lambda_{\max }^{\hat{S}^{2}}(L)=\max _{x \neq 0} \frac{(L x, x)_{\hat{S}^{2}}}{(x, x)_{\hat{S}^{2}}} . \tag{3.2}
\end{equation*}
$$

Then the condition number of $L$ is given by

$$
\begin{equation*}
\kappa(L)=\lambda_{\max }^{\hat{S}^{2}}(L) / \lambda_{\min }^{\hat{S}^{2}}(L) \tag{3.3}
\end{equation*}
$$

Lemma 3.1 It holds that $\kappa\left(\hat{C}^{-2} \hat{S}^{2}\right)=\max _{x \neq 0} \frac{\left(\hat{S}^{2} x, x\right)}{\left(\hat{C}^{2} x, x\right)} / \min _{x \neq 0} \frac{\left(\hat{S}^{2} x, x\right)}{\left(\hat{C}^{2} x, x\right)}$.
When the problem is imposed on a rectangular region, i.e., $b_{1}=b_{2}$, we show that the condition number of the preconditioned Schur complement is nearly one. From the numerical experiments, it seems still true for the $L$-shaped regions.

Theorem 3.1 Assume that $a=\min \left(a_{1}, a_{2}-a_{1}\right) \geq 1$ and $\pi h \leq 1 / 3$. Then the condition number of the preconditioned Schur complement is bounded by

$$
\kappa\left(\hat{C}^{-2} \hat{S}^{2}\right) \leq\left(1+e^{-2 \pi a}\right)^{2}
$$

Proof: When a rectangular region is imposed, let $B_{n}$ have the recursive relation

$$
B_{n}=\left(T-\left(1-\frac{1}{4} \omega_{1}^{2} h^{2}\right) B_{n-1}\right)^{-1}, \quad B_{1}=T^{-1}
$$

where $T=T^{[1]}=T^{[2]}$. Then the Schur complement $S$ has the form

$$
S=T-\left(1-\frac{1}{4} \omega_{1}^{2} h^{2}\right)\left(B_{N_{1}}+B_{N_{2}}\right)
$$

Under this case, $\hat{S}^{2}$ and $\hat{C}^{2}$ have the same eigenvectors

$$
\begin{array}{lc}
\hat{S}^{2}=(D Q) \Lambda_{S}^{2}(D Q)^{-1}, & \Lambda_{S}=\operatorname{Diag}\left\{\lambda_{j}\right\} \\
\hat{C}^{2}=(D Q) \Lambda_{C}^{2}(D Q)^{-1}, \quad \Lambda_{C}=\operatorname{Diag}\left\{\mu_{j}\right\}
\end{array}
$$

where $\lambda_{i}$ and $\mu_{i}$ are the eigenvalues of $S$ and $C$, respectively. It yields that

$$
\kappa\left(\hat{C}^{-2} \hat{S}^{2}\right)=\max \left(\frac{\lambda_{j}}{\mu_{j}}\right)^{2} / \min \left(\frac{\lambda_{j}}{\mu_{j}}\right)^{2}
$$

Let

$$
\alpha_{j}=c h^{-1}\left(\frac{t_{j}}{2 \sqrt{1-\frac{1}{4} \omega_{1}^{2} h^{2}}}\right)>0, \quad t_{j}=4-2 \sqrt{1-\frac{1}{4} \omega_{2}^{2} h^{2}} \cos j \pi h
$$

We see from the corresponding recursive relations of eigenvalues that

$$
\begin{aligned}
& \lambda_{j}=\sqrt{1-\frac{1}{4} \omega_{1}^{2} h^{2}}\left(\frac{\operatorname{ch}\left(N_{1}+1\right) \alpha_{j}}{\operatorname{sh}\left(N_{1}+1\right) \alpha_{j}}+\frac{\operatorname{ch}\left(N_{2}+1\right) \alpha_{j}}{\operatorname{sh}\left(N_{2}+1\right) \alpha_{j}}\right) \operatorname{sh} \alpha_{j} \\
& \mu_{j}=2 \sqrt{1-\frac{1}{4} \omega_{1}^{2} h^{2}} \operatorname{sh} \alpha_{j}
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
\frac{\lambda_{j}}{\mu_{j}} & =\frac{1}{2}\left(\frac{\operatorname{ch}\left(N_{1}+1\right) \alpha_{j}}{\operatorname{sh}\left(N_{1}+1\right) \alpha_{j}}+\frac{\operatorname{ch}\left(N_{2}+1\right) \alpha_{j}}{\operatorname{sh}\left(N_{2}+1\right) \alpha_{j}}\right) \\
& =1+\frac{e^{-2\left(N_{1}+1\right) \alpha_{j}}}{1-e^{-2\left(N_{1}+1\right) \alpha_{j}}}+\frac{e^{-2\left(N_{2}+1\right) \alpha_{j}}}{1-e^{-2\left(N_{2}+1\right) \alpha_{j}}}>1 .
\end{aligned}
$$

When $\pi h \leq 1 / 3$, it follows that

$$
\begin{aligned}
e^{-\alpha_{j}} & \leq \frac{t_{1}}{2 \sqrt{1-\frac{1}{4} \omega_{1}^{2} h^{2}}}-\sqrt{\left(\frac{t_{1}}{2 \sqrt{1-\frac{1}{4} \omega_{1}^{2} h^{2}}}\right)^{2}-1} \\
& \leq 2-\cos \pi h-\sqrt{(2-\cos \pi h)^{2}-1} \leq 1-2 \pi h
\end{aligned}
$$

Therefore, we obtain

$$
\frac{\lambda_{j}}{\mu_{j}} \leq 1+e^{-2 \pi a}
$$

This completes the proof.

## 4 Numerical Experiments

Let

$$
K=\left(\begin{array}{cccc}
2 & -1 & & \\
-1 & 2 & \ddots & \\
& \ddots & \ddots & -1 \\
& & -1 & 2
\end{array}\right)
$$

and

$$
\begin{aligned}
& \hat{C}_{1}^{2}=K+\frac{1}{4} K^{2}, \quad \hat{C}_{2}^{2}=D\left(K_{\omega_{2}}+\frac{1}{4} K_{\omega_{2}}^{2}\right) D^{-1} \\
& \hat{C}_{3}^{2}=K+\frac{1}{4} K^{2}+\frac{1}{4} \omega_{1}^{2} h^{2}, \quad \hat{C}_{4}^{2}=K_{\omega_{2}}+\frac{1}{4} K_{\omega_{2}}^{2}+\frac{1}{4} \omega_{1}^{2} h^{2} .
\end{aligned}
$$

The following numerical experiments are done using Matlab, where the parameter $\omega$ is given in the table and $h=1 / N_{1}$.

| $\omega$ | $\kappa(S)$ | $\kappa\left(\hat{C}_{1}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{2}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{3}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{4}^{-2} \hat{S}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(5,5)$ | 19.87208 | 1.50997 | 1.20197 | 1.20464 | 1.00002 |
| $(10,5)$ | 16.04520 | 2.26958 | 1.80664 | 1.12779 | 1.000001 |
| $(5,10)$ | 17.97331 | 2.28940 | 1.12501 | 1.82647 | 1.000001 |

Table 1. $N_{1}=N_{2}=40, M_{1}=M_{2}=25$.

| $\omega$ | $\kappa(S)$ | $\kappa\left(\hat{C}_{1}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{2}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{3}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{4}^{-2} \hat{S}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(30,30)$ | 7.04838 | 2.06521 | 1.81486 | 2.06983 | 1.000000 |
| $(40,20)$ | 5.64662 | 21.28800 | 4.01108 | 1.27035 | 1.000000 |
| $(20,40)$ | 8.66044 | 25.70777 | 1.19912 | 5.11383 | 1.000000 |

Table 2. $N_{1}=N_{2}=40, M_{1}=M_{2}=25$.

| $\omega$ | $\kappa(S)$ | $\kappa\left(\hat{C}_{1}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{2}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{3}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{4}^{-2} \hat{S}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(5,5)$ | 17.25141 | 1.44270 | 1.27717 | 1.27788 | 1.18549 |
| $(10,5)$ | 14.50527 | 1.90157 | 1.64653 | 1.21589 | 1.14762 |
| $(5,10)$ | 15.79645 | 1.91053 | 1.21513 | 1.65534 | 1.14760 |

Table 3. $N_{1}=N_{2}=40, M_{1}=25, M_{2}=20$.

| $\omega$ | $\kappa(S)$ | $\kappa\left(\hat{C}_{1}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{2}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{3}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{4}^{-2} \hat{S}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(30,30)$ | 6.79150 | 13.80025 | 1.77435 | 2.01674 | 1.03194 |
| $(40,20)$ | 5.54002 | 14.20308 | 3.72434 | 1.26206 | 1.02831 |
| $(20,40)$ | 8.07529 | 17.10853 | 1.19631 | 4.72469 | 1.02811 |

Table 4. $N_{1}=N_{2}=40, M_{1}=25, M_{2}=20$.

| $\omega$ | $\kappa(S)$ | $\kappa\left(\hat{C}_{1}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{2}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{3}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{4}^{-2} \hat{S}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(5,5)$ | 9.73994 | 1.18636 | 1.16951 | 1.16972 | 1.16500 |
| $(10,5)$ | 9.10944 | 1.25928 | 1.21972 | 1.14636 | 1.13931 |
| $(5,10)$ | 9.37308 | 1.26280 | 1.14621 | 1.22346 | 1.13936 |

Table 5. $N_{1}=N_{2}=40, M_{1}=30, M_{2}=10$.

| $\omega$ | $\kappa(S)$ | $\kappa\left(\hat{C}_{1}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{2}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{3}^{-2} \hat{S}^{2}\right)$ | $\kappa\left(\hat{C}_{4}^{-2} \hat{S}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(30,30)$ | 5.60318 | 4.47593 | 1.55878 | 1.73865 | 1.03195 |
| $(40,20)$ | 4.90427 | 4.56155 | 2.56449 | 1.21294 | 1.02832 |
| $(20,40)$ | 6.08107 | 5.40245 | 1.15975 | 3.16567 | 1.02812 |

Table 6. $N_{1}=N_{2}=40, M_{1}=30, M_{2}=10$.
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# Performance of MOL for Surface Motion Driven by a Laplacian of Curvature 

Wen Zhang Ian Gladwell


#### Abstract

We analyze the performance of the method of lines when solving a partial differential equation system describing microstructural evolution in a sintering process. The system involves a fourth order nonlinear partial differential equation with a moving boundary. Both sequential and parallel ordinary differential equation solvers are applied.
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## 1 Introduction

We discuss and analyze the performance of the method of lines (MOL) when solving a system of partial differential equations (PDEs) describing microstructural evolution in a sintering process. Sintering is a material manufacture process where powdered material is densified to form a solid body. From a microstructural perspective, the sintering process can be viewed as the combination of two diffusion processes: surface and grain boundary diffusion. The mathematical model for surface diffusion is a fourth order nonlinear PDE and for grain boundary diffusion is a second order linear PDE coupled with an integral equation. The two models join at the moving boundary and constitute a closed mathematical system governing the movement of the particle surfaces during sintering; detailed descriptions can be found in [17, 18, 19.

Here, we focus our attention on the surface diffusion model. The characteristic feature of surface diffusion is that the mass flow is restricted along the surface. Following the theory of Herring [7, 11] 13], mass flow is generated by the surface gradient of the chemical potential, which is proportional to the surface curvature. Hence, locally the motion is driven by a surface Laplacian of the curvature. This motion is nonlinear and complex. There are limited analytical studies [9] 10. Particularly, Elliott and Garche [10] prove
existence of a solution under certain conditions. We have used MOL successfully to solve the system [16, 17, 19] employing the ordinary differential equation (ODE) solvers LSODE [12, 14] and DASSL [15]. Here, we explore the use of a new generation of ODE solvers, both sequential and parallel, and compare them for convergence of the solution of the PDE.

We use four ODE solvers, the sequential solvers VODE 4 and VODPK [3] 5], and the parallel solvers PVODE 6] and the version of PVODE in PETSc 1, 2, VODE was developed from LSODE. VODPK is identical to VODE except for the linear solver. VODE uses a direct method as in DASSL and LSODE, while VODPK uses an iterative method; i.e., a scaled, preconditioned, incomplete generalized minimum residual method (SPIGMR). PVODE is a parallel solver based on VODPK and its modularized C version CVODE 88. It is built upon the Message Passing Interface (MPI) library and is intended for a single program multiple data environment on distributed memory computers. PETSc is a parallel computation library that includes linear and nonlinear equation solvers, unconstrained minimization modules and ODE solvers. It is also built upon MPI and includes PVODE (with some modifications) as one of its ODE solvers. For simplicity, we shall use the notation PETSc to represent the PETSc/PVODE solver.

An advantage of using MOL to solve PDEs is the stability of the numerical solution achieved from employing the dynamically chosen time steps and formulas of the integration. Here, stability has two meanings. One is stability of the solution as time proceeds. The other is stability of the solution as the spatial step size decreases. The latter is a virtue of the MOL approach. With a reliable ODE solver, MOL can guarantee error control on the solution for any sufficiently small integration error tolerance and all small spatial step sizes. That is, once we decide on a spatial discretization scheme and choose a sufficiently small integration error tolerance, the error in the solution will not grow as we refine the spatial mesh.

## 2 The Mathematical Model

To evaluate the performance of MOL, we consider 2D sintering; 3D cases are discussed in [17, 18]. Since we are concerned with only the surface profile, this yields a computational 1D problem. Consider a periodic 2D particle string shown in Fig. 1 with the x -axis as a line of symmetry and vertical grain boundaries.


Figure 1. Periodic 2D particle string.

The surface is represented by function $y(t, x)$ with $t$ being the time variable and $x$ the spatial variable. For this system, the dimensionless surface diffusion equation is

$$
\frac{\partial y}{\partial t}=-\frac{\partial J}{\partial x}
$$

with surface flux

$$
J=-\left[1+\left(\frac{\partial y}{\partial x}\right)^{2}\right]^{-1 / 2} \frac{\partial K}{\partial x}
$$

and surface curvature

$$
K=-\frac{\partial^{2} y}{\partial x^{2}}\left[1+\left(\frac{\partial y}{\partial x}\right)^{2}\right]^{-3 / 2}
$$

Exploiting symmetry, we need compute only that part of the surface profile between a grain boundary and the central vertical line of a particle. By placing the origin at the center of a particle, we have symmetric boundary conditions (BCs) at $x=0$ :

$$
y_{x}=0, \quad y_{x x x}=0
$$

At the other boundary, $x=x_{G B}(t)$, we impose the BCs of a fixed dihedral angle, grain boundary flux and material plating rate:

$$
\begin{aligned}
& y_{x}=-\cot \left(\frac{A}{2}\right) \\
& J=-\frac{J_{G B}}{2}=-\frac{3 \Gamma}{2 y^{2}\left(t, x_{G B}\right)}\left(\sin \frac{A}{2}-K\left(t, x_{G B}\right) y\left(t, x_{G B}\right)\right), \\
& x_{G B}^{\prime}(t)=-\frac{J_{G B}}{2 y\left(t, x_{G B}\right)}
\end{aligned}
$$

where $A$ is the dihedral angle, $J_{G B}$ is the grain boundary flux at $x=x_{G B}(t)$ and $\Gamma$ is the ratio of grain boundary to surface diffusion. All variables are
dimensionless. Their relation to the physical units is shown in [19]. When $J_{G B} \neq 0$, we have a moving boundary problem.

## 3 The Computational Model

We select a mass conserving finite volume scheme for spatial discretization of Eqn. (1). In this scheme we use second order central differences for all derivatives except near the triple point, $x=x_{G B}$, where we use one-sided second order differences. It can be shown that the spatial discretization error is of second order for solutions in $C^{6}$.

Since the moving boundary is unidirectional in our model, we select a front tracking method which maps our coordinates to the moving boundary. Hence our computational grids are fixed but our physical grids move with the moving boundary. In 1D this simply implies scaling. Throughout, we use uniform meshes in space with $N$ equally spaced mesh points and a step size $h=1 /(N-1)$. We let $y_{n}=y\left(t, s_{n}\right)$ where $s_{n}$ is a mesh point of the scaled spatial variable $s=x / x_{G B}$. After discretization, the PDE system becomes the ODE system

$$
\begin{aligned}
y_{n_{t}}=- & \frac{J_{n+1 / 2}-J_{n-1 / 2}}{h x_{G B}}+\frac{y_{n+1}-y_{n-1}}{2 h x_{G B}} s_{n} x_{G B}^{\prime} \\
J_{n+1 / 2}= & -\frac{1}{2}\left\{\left[1+\left(\frac{y_{n+1}-y_{n-1}}{2 h x_{G B}}\right)^{2}\right]^{-1 / 2}\right. \\
& \left.+\left[1+\left(\frac{y_{n+2}-y_{n}}{2 h x_{G B}}\right)^{2}\right]^{-1 / 2}\right\} \frac{K_{n+1}-K_{n}}{h x_{G B}}, \\
K_{n}= & -\frac{y_{n+1}-2 y_{n}+y_{n-1}}{h^{2} x_{G B}^{2}}\left[1+\left(\frac{y_{n+1}-y_{n-1}}{2 h x_{G B}}\right)^{2}\right]^{-3 / 2}, \\
x_{G B}^{\prime}(t)= & -\frac{3 \Gamma}{\left.2 y_{N}^{3}\left(\sin \frac{A}{2}-K_{N} y_{N}\right)\right),} \\
y_{N_{t}}=- & \frac{3 J_{N}-4 J_{N-1 / 2}+\left(J_{N-1 / 2}+J_{N-3 / 2}\right) / 2}{h x_{G B}}+y_{x} x_{G B}^{\prime}, \\
J_{N-1 / 2}= & -\frac{1}{2}\left\{\left[1+\left(\frac{y_{n+1}-y_{n-1}}{2 h x_{G B}}\right)^{2}\right]^{-1 / 2}+\left(1+y_{x}^{2}\right)^{-1 / 2}\right\} \\
& \times\left\{\frac{K_{n+1}-K_{n}}{h x_{G B}}\right\},
\end{aligned}
$$

for $n=1,2, \ldots, N-1$ with $y_{0}=y_{2}, y_{-1}=y_{3}$. The Jacobian of this ODE system typically has the structure shown in Fig. 2. It has band width 5

$$
\left[\begin{array}{ccccccccccc} 
& & & & & & & & & & \\
\times & \times & \times & & & & & & \times & \times & \times \\
\times & \times & \times & \times & \vdots & & & & \times & \times & \times \\
\times & \times & \times & \times & & & & & \times & \times & \times \\
& \times & \times & \times & \vdots & \times & & & \times & \times & \times \\
& & \times & \times & \vdots & \times & \times & & \times & \times & \times \\
& & & \times & \vdots & \times & \times & \times & \times & \times & \times \\
& & & & \times & \times & \times & \times & \times & \times \\
& & & & \vdots & \times & \times & \times & \times & \times & \times \\
& & & & & & \times & \times & \times & \times & \times \\
& & & & & & \times & \times & \times & \times & \times \\
& & & & & & & & \times & \times & \times \\
& & & & & & & & & &
\end{array}\right]
$$

Figure 2. The two band structure of the Jacobian.
everywhere except near the right end where it has three full columns. Also, the lower band width increased by 1 due to using one-sided differences. This structure often occurs in moving boundary problems and can be exploited computationally by a combination of algorithms for banded and full matrices.

## 4 Computational Performance and Analysis

To be thorough, we have selected a wide range of integration error tolerances, tol, and numbers of spatial mesh points, $N$. The range of tolerances used is tol $=10^{-4}$ to $t o l=10^{-12}$ and $N$ ranges from 33 to 1025. As an 'analytical' solution, we use the numerically proved 'exact' solution obtained with the finest spatial mesh, $N=1025$, and the most stringent tolerance, $t o l=10^{-12}$. We fix the physical parameters in the sintering model at physically realistic values: the dihedral angle $A=160^{\circ}$ and the ratio of grain boundary to surface diffusion $\Gamma=0.1$. To better illustrate the error behavior, we use an initial sinusoidal surface with maximum height 1 and initial grain boundary of height 0.156. Our computation reaches the equilibrium state stably. Fig. 3 shows the initial and final surface profile. To compare errors, we stop the integration at a fixed time, $t=1$, before equilibrium is reached. Then, the height of the entire surface lies between 0.85 and 1 so the absolute and relative errors in the solution are almost equivalent. For simplicity, we measure absolute error and use the scaled variable $s$ instead of $x$.

We use the backward differentiation formula (BDF) option in the ODE solvers. Fig. 4 shows the errors as the spatial step size decreased by halving. The errors behave almost uniformly on the surface and converge to zero as the spatial step size approaches zero. The calculated orders of convergence at the midpoint in $s$ in Fig. 4 are shown in Table 1. We observe the anticipated second order convergence for a sufficiently large number of mesh points. In VODE, we implement the full exact Jacobian matrix. In VODPK, we use the full dimension of Krylov subspace and no preconditioning. In PVODE, we use the built-in block diagonal with banded block preconditioner (PVBBDPRE). In PETSc, we use the full dimension of Krylov subspace and $5 \times 10^{-8}$ for the ratio of tolerances of the linear to the nonlinear solver. The four ODE solvers, VODE, VODPK, PVODE, PETSc produce essentially the same results. For a less stringent integration error tolerance, $t o l=10^{-4}$, we no longer observe second order convergence as the number of spatial mesh points increases, see Figs. 5(a)-(c). This is due to the integration error dominating the spatial discretization error. Note, from Figs. 5, the errors are bounded as the number of mesh points increases, demonstrating that stability is preserved by the MOL approach, due to the high quality of the ODE solvers.


We also observed that error growth can be induced by poor approximations to the Jacobian, and by errors from the linear and nonlinear solvers. The iterative linear system solvers in PVODE and PETSc can perform as accurately as the direct linear solver in VODE with an appropriate tolerance in the linear solver, Krylov subspace dimension and preconditioner. Without properly adjusted parameters, the iterative solver can produce poor results and MOL can loose stability as the spatial mesh size decreases. Fig. 6 shows
results when using the default parameters in the linear solver in PETSc; i.e., the linear to nonlinear iteration convergence factor is 0.05 and the Krylov subspace dimension is 5 . The errors grow significantly as $N$ increases and eventually stability is lost. Fig. 7 shows corresponding results when we use the banded Jacobian approximation with band width 5 in VODE; hence cutting out the moving boundary information in the Jacobian. Again, observe the growth of the errors and the instability induced as the number of mesh points increases. In these cases, MOL behaves like a finite difference method where the constraint for stability is a simple relation between the time and spatial step sizes. The instability can be suppressed by decreasing tol. However, our tests show that this is less efficient than using properly adjusted parameters and an appropriate Jacobian approximation.


Figure 5a: Errors with VODE.

Figure 5c: Errors with PETSc.


Figure 5b: Errors with PVODE.


Figure 6: Errors with PETSc-default.

| Mesh | 33 | 65 | 129 |
| :---: | :---: | :---: | :---: |
| Order | 1.53 | 1.82 | 1.98 |

Table 1: Convergence rate with spatial mesh size

| Band Width | 5 | 7 | 9 | 11 | 13 | 65 | full |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Computing Time | 1302 | 9.261 | 9.578 | 12.80 | 12.94 | 22.18 | 29.16 |

Table 2: Computing time in seconds for varying band width; 257 spatial mesh points; integration error tolerance $10^{-12}$.

Although the Jacobian is not banded, it can be well-approximated by a banded matrix with an appropriate band width. We use a Jacobian approximation with band width 7 instead of the band width 5 which actually applies in most parts of the Jacobian. The numerical results from VODE, see Fig. 8, show that the errors and instability are completely under the control. The results here are as good as in Fig. 5a where the exact full Jacobian is used. Using this banded approximation significantly reduces both the computing time and the coding effort for the Jacobian. (In our tests, we modified VODE slightly in the way it forms the approximated Jacobian to achieve better results.) Further increases in the band width gave no significant improvement, whereas reducing the band width led to growth in the error and to instability. We also tested using different band widths in the preconditioner PVBBDPRE employed in PVODE, see Table 2. The results are similar to those when using VODE. Table 2 presents results for equal upper and lower half band width.

The excessive computing time for band width 5 indicates that the approximation for the Jacobian is too poor, so instability occurs, and time is wasted integrating through the instability. For band widths greater than 5 , the computing time dramatically decreases and there is no instability. The most efficient band widths are 7 and 9 , just above the critical band width 5. The critical band width case can be analyzed by studying the eigenvalues of the Jacobian. A good approximation to the Jacobian should have eigenvalues close to those of the exact Jacobian. Since our problem is nonlinear we computed the eigenvalues of the Jacobian and its banded approximations at a fixed time in the integration. Table 3 shows the largest 4 eigenvalues computed at the same time as when we compare the errors in the solution.

| Band Width | 1 | 3 | 5 | 7 | 9 | exact |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Eigenvalue 1 | 1.8 | $1.7+6$ | $-5.7-2$ | 1.1 | 1.0 | $-0.21+\mathrm{i} 0.19$ |
| Eigenvalue 2 | $-4.9+6$ | $1.6+6$ | $-2.6+1$ | $-1.7-1$ | $-2.0-1$ | $-0.21-\mathrm{i} 0.19$ |
| Eigenvalue 3 | $-4.9+6$ | $1.5+6$ | $-7.8+2$ | $-8.0+1$ | $-8.1+1$ | $-8.3+1$ |
| Eigenvalue 4 | $-5.0+6$ | $1.3+6$ | $-4.8+3$ | $-1.2+3$ | $-1.2+3$ | $-1.2+3$ |

Table 3: Largest 4 eigenvalues for the approximation to the Jacobian, band widths $1,3,5,7,9$ and the exact Jacobian.

When the band width is less than 7 , these eigenvalues are far from those of the exact Jacobian. They change significantly with increasing band width. For band width 7 , there is a significant improvement in the accuracy of the eigenvalues. The largest two eigenvalues correspond to a split of the only pair of complex eigenvalues of the exact Jacobian. The remaining eigenvalues are within three correct digits of those of the exact Jacobian. As the band width increases further, the eigenvalues do not change significantly. Hence, by choosing the smallest band width above the critical value we are able to achieve most efficiency when using the ODE solvers.


Figure 7: Errors with VODE-band 5.


Figure 8: Errors with VODE-band 7.

## 5 Conclusions

We have shown that when solving surface diffusion problems with a moving boundary using MOL and quality ODE solvers, for stability and accuracy it is essential to use sufficiently stringent integration tolerances and sufficiently accurate approximations to the Jacobian. The Jacobian resulting from MOL
typically has a structure of a diagonal band and a vertical band for our problem. It can be well approximated by a banded matrix with a sufficiently wide band width. Also, the block diagonal preconditioner performs well with the iterative linear solver.
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# A High-Order Upwind Method for Convection-Diffusion Equations with the Newmann Boundary Condition 

Weidong Zhao


#### Abstract

In this paper a high-order upwind finite difference method is studied for steady convection-diffusion problems with the Newmann boundary condition. Based on these equations in the conservation form, a conservative high-order upwind finite difference scheme on nonuniform rectangular partition is proposed. The scheme satisfies the maximum value principle and has a second-order error estimate in the discrete $H^{1}$ norm. The method and its analysis apply to groundwater pollution and reservoir simulation problems.
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## 1 Introduction

Consider the 2D, steady, linear convection-diffusion problem

$$
\begin{array}{ll}
-\nabla \cdot(A \nabla u)+\nabla \cdot(\vec{b} u)+c u=f, & x \in \Omega  \tag{1.1}\\
(A \nabla u) \cdot \vec{n}=0 & x \in \Gamma=\partial \Omega
\end{array}
$$

where $u=u(x, y)$ is the transport quantity, $A=\operatorname{diag}\left(a_{1}(x, y), a_{2}(x, y)\right)$ is the diffusion coefficient matrix, $\vec{b}=\left(b_{1}(x, y), b_{2}(x, y)\right)^{T}$ is the transport velocity, $c=c(x, y)$ and $f=f(x, y)$ are known functions, $\Omega$ is a bounded region in $R^{2}, \partial \Omega$ is the boundary of $\Omega$, and $\vec{n}$ is the normal exterior unit vector to $\partial \Omega$.

Many realistic fluid flow procedures, such as groundwater pollution and reservoir simulation problems, can be described in the form of convectiondiffusion equations $[1,2]$ and these equations are often convection-dominated. It is very difficult to simulate this kind of problems numerically. The ordinary finite difference and finite element methods, which have been widely used in numerical simulation of the nonconvection-dominated problems, introduce nonphysical oscillations. To overcome nonphysical oscillations, over
the past three decades, the upwind schemes have been extensively studied and widely used in the numerical simulation of this kind of problems (e.g., see [3-10]). The standard upwind methods avoid the numerical oscillation, but they only have first-order accuracy. To improve the accuracy of upwind methods, many upwind schemes have been proposed by modifying the second-order differential terms to obtain the second-order accuracy. But some of them do not preserve the maximum value principle and others do not preserve the conservation property. To establish a high-order method which is in the conservation form and preserves the maximum value principle, for 1D problems it has been extensively studied, but many such methods are not as efficient for high dimensional problems as for 1D problems. Thus it is very important and interesting to consider the multi-dimensional high-order upwind methods, which are in the conservation form, satisfy the maximum value principle, and have a high efficiency of applications.

In this paper we study a high-order upwind method for (1.1). In [7], a modified high-order upwind method on uniform rectangular grids has been proposed and analyzed and its theoretical results can only be obtained for uniform partitions. With a new technique of modifying the convective and diffusion terms and the domain partition, a new kind modified upwind finite difference method on nonuniform rectangular partitions is proposed and analyzed in this paper. The proposed scheme is in the conservation form, satisfies the maximum value principle, and has a second-order error estimate in the discrete $H^{1}$ norm.

The paper is organized as follows. The modified high-order upwind finite difference scheme for (1.1) is given in $\S 2$ and its theoretical analysis is expanded in $\S 3$. Some conclusions are given in $\S 4$.

## 2 High-Order Upwind Scheme

In this section, we consider a high-order upwind finite difference method for multi-dimensional problems. For simplicity, only 2D problem is considered. The results obtained are also true for multidimensional problems.

### 2.1 Discretization and Notation

Let $0=x_{0}<x_{1}<\ldots<x_{N}<x_{N+1}=1$ and $0=y_{0}<y_{1}<\ldots<$ $y_{M}<y_{M+1}=1$ be a partition of $\Omega=[0,1] \times[0,1]$ in $x$ and $y$ directions, respectively. The partition is denoted as $I_{h}$ with grid points $(i, j), 0 \leq i \leq N$,
and $0 \leq j \leq M$, where $(i, j)$ represents $\left(x_{i}, y_{j}\right)$. For a continuous function $f(x, y), f_{i j}$ means $f\left(x_{i}, y_{j}\right)$. Let $x_{i+1 / 2}=x_{i}+x_{i+1} / 2, y_{j+1 / 2}=y_{j}+y_{j+1} / 2$ for $i=1,2, \ldots, N-1, j=1,2, \ldots, M-1$, with $x_{1 / 2}=y_{1 / 2}=0, x_{N+1 / 2}=$ $y_{M+1 / 2}=1, h_{i}^{x}=x_{i+1 / 2}-x_{i-1 / 2}$ for $i=1,2, \ldots, N, h_{j}^{y}=y_{j+1 / 2}-y_{j-1 / 2}$ for $j=1,2, \ldots, M, h_{i+1 / 2}^{x}=x_{i+1}-x_{i}$ for $i=1,2, \ldots, N-1, h_{j+1 / 2}^{y}=$ $y_{j+1}-y_{j}$ for $j=1,2, \ldots, M-1, h^{x}=\max _{i=1, N+1} h_{i}^{x}, h^{y}=\max _{j=1, M+1} h_{j}^{y}$, and $I_{i j}^{*}=\left[x_{i-1 / 2}, x_{i+1 / 2}\right] \times\left[y_{j-1 / 2}, y_{j+1 / 2}\right]$. Let $I_{h}^{*}$ denote the dual partition of $\Omega$ with $I_{h}$. The nodes of $I_{h}^{*}$ are $\left(x_{i+1 / 2}, y_{j+1 / 2}\right)$ for $i=0,1, \ldots, N, j=$ $0,1, \ldots, M$.

Now, define $V_{h}$ as a piecewise constant function space on $I_{h}^{*}$; i.e., $V_{h}=$ $\left\{v,\left.v\right|_{I_{i j}^{*}}=v_{i j}, i=0,1, \ldots, N, j=0,1, \ldots, M\right\}$. Define the discrete $H^{1}$ and $L^{2}$ norms for $V_{h}$ as

$$
\begin{aligned}
|u|_{a^{*}}^{2} & =\sum_{i=1}^{N} \sum_{j=1}^{M}\left[a_{1 i-1 / 2, j}^{*} \frac{\left(u_{i j}-u_{i-1, j}\right)^{2}}{h_{i-1 / 2}^{x}} h_{j}^{y}+a_{2 i, j-1 / 2}^{*}\left(\frac{\left(u_{i j}-u_{i, j-1}\right)^{2}}{h_{j-1 / 2}^{y}}\right) h_{i}^{x}\right], \\
|u|_{b h}^{2} & =\sum_{i=1}^{N} \sum_{j=1}^{M}\left[b_{1 i-1 / 2, j}\left(u_{i j}-u_{i-1, j}\right)^{2} h_{j}^{y}+b_{2 i, j-1 / 2}\left(u_{i j}-u_{i, j-1}\right)^{2} h_{i}^{x}\right], \\
\|u\|^{2} & =\sum_{i=1}^{N} \sum_{j=1}^{M} u_{i j}^{2} h_{i}^{x} h_{j}^{y}, \quad\|u\|_{c^{*}}^{2}=\sum_{i=1}^{N} \sum_{j=1}^{M} c_{i j}^{*} u_{i j}^{2} h_{i}^{x} h_{j}^{y} .
\end{aligned}
$$

### 2.2 A High-Order Upwind Scheme

To construct a high-order upwind scheme for (1.1), we first outline the method for a 1D convection-diffusion equation. The 1D convection-diffusion equation is

$$
\begin{align*}
& -\frac{d}{d x}\left(a \frac{d u}{d x}\right)+\frac{d}{d x}(b u)+c u=f, \quad x \in \Omega \\
& \left.\frac{d u}{d x}\right|_{x=0}=\left.\frac{d u}{d x}\right|_{x=1}=0, \tag{2.1}
\end{align*}
$$

where $u=u(x)$ is the transport quantity, $a=a(x)>0$ is the diffusion coefficient, $b=b(x)$ is the transport velocity satisfying $b(0)=b(1)=0$, and $c=c(x)$ and $f=f(x)$ are known functions.

Let $0=x_{0}<x_{1}<\ldots<x_{N}<x_{N+1}=1$ be the partition of $\Omega=[0,1]$. The partition is denoted as $I_{h}$. Let $x_{i+1 / 2}=x_{i}+x_{i+1} / 2$ for $i=1,2, \ldots, N-$ 1 , with $x_{1 / 2}=0, x_{N+1 / 2}=1, h_{i}=x_{i+1 / 2}-x_{i-1 / 2}$ for $i=1,2, \ldots, N$, and $h_{i+1 / 2}=x_{i+1}-x_{i}$ for $i=1,2, \ldots, N-1$.

Integrate (2.1) over $\left[x_{i-1 / 2}, x_{i+1 / 2}\right]$ and use Green's formula to get

$$
\begin{align*}
& -\left[a_{i+1 / 2} u_{i+1 / 2}^{\prime}-a_{i-1 / 2} u_{i-1 / 2}^{\prime}\right]+\left[b_{i+1 / 2} u_{i+1 / 2}-b_{i-1 / 2} u_{i-1 / 2}\right]  \tag{2.2}\\
& \quad+\int_{I_{i}^{*}} c u d x d y=\int_{I_{i}^{*}} f d x d y,
\end{align*}
$$

for $i=1,2, \ldots, N$. In (2.2), the central difference method may be used to approximate the term $u_{i+1 / 2}^{\prime}$, but $u_{i+1 / 2}$ in $b_{i+1 / 2} u_{i+1 / 2}$ must be handled carefully in order that a nonphysical numerical oscillation does not occur. To do this, a special technique should be used. Here we approximate the convective term $b_{i+1 / 2} u_{i+1 / 2}$ as follows. Define $H(x)=\left\{\begin{array}{ll}1, & x \geq 0 \\ 0, & x<0\end{array}\right.$. From the equality,

$$
\begin{equation*}
b_{i+1 / 2} u_{i+1 / 2}=b_{i+1 / 2}\left[H\left(b_{i+1 / 2}\right) u_{i+1 / 2}+\left(1-H\left(b_{i+1 / 2}\right)\right) u_{i+1 / 2}\right], \tag{2.3}
\end{equation*}
$$

we know that $H\left(b_{i+1 / 2}\right) u_{i+1 / 2}$ and $\left(1-H\left(b_{i+1 / 2}\right)\right) u_{i+1 / 2}$ are related to the positive and negative transport velocities, respectively. Thus $H\left(b_{i+1 / 2}\right) u_{i+1 / 2}$ and ( $\left.1-H\left(b_{i+1 / 2}\right)\right) u_{i+1 / 2}$ must be approximated differently. From Taylor's formula, $u_{i+1 / 2}$ has the two expressions

$$
\begin{gather*}
u_{i+1 / 2}=u_{i}+\frac{h_{i+1 / 2}}{2} u_{i+1 / 2}^{\prime}-\frac{h_{i+1 / 2}^{2}}{8} u^{\prime \prime}{ }_{i+1 / 2}+O\left(h_{i+1 / 2}^{3}\right),  \tag{2.4}\\
u_{i+1 / 2}=u_{i+1}-\frac{h_{i+1 / 2}}{2} u_{i+1 / 2}^{\prime}-\frac{h_{i+1 / 2}^{2}}{8} u^{\prime \prime}{ }_{i+1 / 2}+O\left(h_{i+1 / 2}^{3}\right) . \tag{2.5}
\end{gather*}
$$

From the nature of transport and the upwind idea, (2.4) and (2.5) should be used in $H\left(b_{i+1 / 2}\right) u_{i+1 / 2}$ and $\left(1-H\left(b_{i+1 / 2}\right)\right) u_{i+1 / 2}$, respectively. The term $u_{i-1 / 2}$ can be handled similarly. Then (2.2) can be written as

$$
\begin{align*}
& -\left[\left(a_{i+1 / 2}-\frac{\left|b_{i+1 / 2}\right| h_{i+1 / 2}}{2}\right) u_{i+1 / 2}^{\prime}-\left(a_{i-1 / 2}-\frac{\left|b_{i-1 / 2}\right| h_{i-1 / 2}}{2}\right) u_{i-1 / 2}^{\prime}\right] \\
& +b_{i+1 / 2}\left[H\left(b_{i+1 / 2}\right) u_{i}+\left(1-H\left(b_{i+1 / 2}\right)\right) u_{i+1}\right]-b_{i-1 / 2}\left[H\left(b_{i-1 / 2}\right) u_{i-1}\right. \\
& \left.+\left(1-H\left(b_{i-1 / 2}\right)\right) u_{i}\right]-\left[\frac{b_{i+1 / 2} h_{i+1 / 2}^{2}}{8} u^{\prime \prime}{ }_{i+1 / 2}-\frac{b_{i-1 / 2} h_{i-1 / 2}^{2}}{8} u^{\prime \prime}{ }_{i-1 / 2}\right] \\
& +\int_{I_{i}^{*}} c u d x+O\left(h_{i-1 / 2}^{3}+h_{i+1 / 2}^{3}\right)=\int_{I_{i}^{*}} f d x . \tag{2.6}
\end{align*}
$$

Based on (2.6), a modified high-order upwind finite difference scheme for (2.1) can be proposed as

$$
\begin{equation*}
-\nabla_{\tilde{x}}\left(a^{*} \nabla_{\bar{x}} U\right)_{i}+\nabla_{\tilde{x}}\left(b U^{u x}\right)_{i}+c_{i} U_{i}=f_{i}, \tag{2.7}
\end{equation*}
$$

for $i=1, \ldots, N$, where

$$
\begin{aligned}
& \nabla_{\tilde{x}}\left(a^{*} \nabla_{\bar{x}} U\right)_{i}=\frac{1}{h_{i}}\left(a_{i+1 / 2}^{*} \frac{U_{i+1}-U_{i}}{h_{i+1 / 2}}-a_{i-1 / 2}^{*} \frac{U_{i}-U_{i-1}}{h_{i-1 / 2}}\right), \\
& a_{i+1 / 2}^{*}=\frac{2 a_{i+1 / 2}^{2}}{2 a_{i+1 / 2}+\left|b_{i+1 / 2}\right| h_{i+1 / 2}}, \\
& \nabla_{\tilde{x}}\left(b U^{u x}\right)_{i}=\frac{1}{h_{i}}\left(b_{i+1 / 2} U_{i+1 / 2}^{u x}-b_{i-1 / 2} U_{i-1 / 2}^{u x}\right), \\
& U_{i+1 / 2}^{u x}=H\left(b_{i+1 / 2}\right) U_{i}+\left(1-H\left(b_{i+1 / 2}\right)\right) U_{i+1}, \\
& c_{i}=\frac{1}{h_{i}} \int_{I_{i}^{*}} c d x, \quad f_{i}=\frac{1}{h_{i}} \int_{I_{i}^{*}} f d x,
\end{aligned}
$$

with $a_{1 / 2}=a_{N+1 / 2}=b_{1 / 2}=b_{N+1 / 2}=0$.
Using the idea of getting the scheme (2.7), we construct the high-order upwind scheme for (1.1) as follows:

$$
\begin{align*}
& -\nabla_{\tilde{x}}\left(a_{1}^{*} \nabla_{\bar{x}} U\right)_{i j}-\nabla_{\tilde{y}}\left(a_{2}^{*} \nabla_{\bar{y}} U\right)_{i j} \\
& +\nabla_{\tilde{x}}\left(b_{1} U^{u x}\right)+\nabla_{\tilde{y}}\left(b_{2} U^{u y}\right)_{i j}+c_{i j} U_{i j}=f_{i j} \tag{2.8}
\end{align*}
$$

for $i=1, \ldots, N, j=1, \ldots, M$, with $a_{1 / 2, j}=a_{N+1 / 2, j}=a_{i, 1 / 2}=a_{i, M+1 / 2}=$ $0, b_{1 / 2, j}=b_{N+1 / 2, j}=b_{i, 1 / 2}=b_{i, M+1 / 2}=0$, where

$$
\begin{aligned}
& \nabla_{\tilde{x}}\left(a_{1}^{*} \nabla_{\bar{x}} U\right)_{i j}=\frac{1}{h_{i}}\left(a_{1 i+1 / 2, j}^{*} \frac{U_{i+1, j}-U_{i j}}{h_{i+1 / 2}^{x}}-a_{1 i-1 / 2, j}^{*} \frac{U_{i j}-U_{i-1, j}}{h_{i-1 / 2}^{x}}\right), \\
& \nabla_{\tilde{y}}\left(a_{2}^{*} \nabla_{\bar{y}} U\right)_{i j}=\frac{1}{h_{j}^{y}}\left(a_{2 i, j+1 / 2}^{*} \frac{U_{i, j+1}-U_{i j}}{h_{j+1 / 2}^{y}}-a_{1 i, j-1 / 2}^{*} \frac{U_{i j}-U_{i, j-1}}{h_{j-1 / 2}^{y}}\right), \\
& a_{1 i+1 / 2, j}^{*}=\frac{2 a_{1 i+1 / 2, j}^{2}}{2 a_{1 i+1 / 2, j}+\left|b_{1 i+1 / 2, j}\right| h_{i+1 / 2}^{x}}, \\
& a_{2 i, j+1 / 2}^{*}=\frac{2 a_{2 i, j+1 / 2}^{2}}{2 a_{2 i, j+1 / 2}+\left|b_{2 i, j+1 / 2}\right| h_{j+1 / 2}^{y}}, \\
& \nabla_{\tilde{x}}\left(b_{1} U^{u x}\right)_{i j}=\frac{1}{h_{i}^{x}}\left(b_{1 i+1 / 2, j} U_{i+1 / 2, j}^{u x}-b_{1 i-1 / 2, j} U_{i-1 / 2, j}^{u x}\right), \\
& U_{i+1 / 2, j}^{u x}=H\left(b_{1 i+1 / 2, j}\right) U_{i j}+\left(1-H\left(b_{1 i+1 / 2, j}\right)\right) U_{i+1, j}, \\
& \nabla_{\tilde{y}}\left(b_{2} U^{u y}\right)_{i j}=\frac{1}{h_{j}^{y}}\left(b_{2 i, j+1 / 2} U_{i, j+1 / 2}^{u y}-b_{2 i, j-1 / 2} U_{i, j-1 / 2}^{u y}\right), \\
& U_{i, j+1 / 2}^{u y}=H\left(b_{2 i, j+1 / 2}\right) U_{i j}+\left(1-H\left(b_{2 i, j+1 / 2}\right)\right) U_{i, j+1} .
\end{aligned}
$$

## 3 Theoretical Analysis

In this section, we prove that scheme (2.8) satisfies the maximum value principle and obtain its error estimate.

### 3.1 The Maximum Value Principle

It is well known that (1.1) satisfies the maximum value principle if

$$
\begin{equation*}
\operatorname{div}(\vec{b})+c>0, \quad(x, y) \in \Omega \tag{3.1}
\end{equation*}
$$

Thus, for (2.8), we assume that

$$
\begin{equation*}
\frac{b_{1 i+1 / 2, j}-b_{1 i-1 / 2, j}}{h_{i}^{x}}+\frac{b_{2 i, j+1 / 2}-b_{2 i, j-1 / 2}}{h_{j}^{y}}+c_{i j}>0 \tag{3.2}
\end{equation*}
$$

holds for $i=1,2 \ldots, N$ and $j=1,2 \ldots, M$.
Theorem 3.1 Scheme (2.8) is conservative and under condition (3.2), it satisfies the maximum value principle.

Proof: From the definition of (2.8), it is easy to verify that it is conservative. To prove the maximum value principle, we write (2.8) in the equivalent form

$$
\begin{gather*}
A_{i j} U_{i-1, j}+B_{i j} U_{i+1, j}+C_{i j} U_{i j}+D_{i j} U_{i, j-1}+E_{i j} U_{i, j+1}=F_{i j} \\
\quad i=1, \ldots, N, j=1, \ldots, M \tag{3.3}
\end{gather*}
$$

where

$$
\begin{aligned}
A_{i j}= & {\left[-\frac{a_{1 i-1 / 2, j}^{*}}{h_{i-1 / 2}^{x}}-b_{1 i-1 / 2, j} H\left(b_{1 i-1 / 2, j}\right)\right] h_{j}^{y}, } \\
B_{i j}= & {\left[-\frac{a_{1 i+1 / 2, j}^{*}}{h_{i+1 / 2}^{x}}+b_{1 i+1 / 2, j}\left(1-H\left(b_{1 i+1 / 2, j}\right)\right)\right] h_{j}^{y}, } \\
D_{i j}= & {\left[-\frac{a_{2 i, j-1 / 2}^{*}}{h_{j-1 / 2}^{y}}-b_{2 i, j-1 / 2} H\left(b_{2 i, j-1 / 2}\right)\right] h_{i}^{x}, } \\
E_{i j}= & -\left[\frac{a_{2 i, j+1 / 2}^{*}}{h_{j+1 / 2}^{y}}+b_{2 i, j+1 / 2}\left(1-H\left(b_{2 i, j+1 / 2}\right)\right)\right] h_{i}^{x}, \\
C_{i j}= & {\left[\frac{a_{1 i+1 / 2, j}^{*}}{h_{i+1 / 2}^{x}}+\frac{a_{1 i-1 / 2, j}^{*}}{h_{i+1 / 2}^{x}}\right] h_{j}^{y}+\left[\frac{a_{2 i, j+1 / 2}^{*}}{h_{j+1 / 2}^{y}}+\frac{a_{2 i, j-1 / 2}^{*}}{h_{j-1 / 2}^{y}}\right] h_{i}^{x} } \\
& +\left[b_{1 i+1 / 2, j} H\left(b_{1 i+1 / 2, j}\right)-b_{1 i-1 / 2, j}\left(1-H\left(b_{1 i-1 / 2, j}\right)\right)\right] h_{j}^{y} \\
& +\left[b_{2 i, j+1 / 2} H\left(b_{2 i, j+1 / 2}\right)-b_{2 i, j-1 / 2}\left(1-H\left(b_{2 i, j-1 / 2}\right)\right)\right] h_{i}^{x}+c_{i j} h_{i}^{x} h_{j}^{y}, \\
F_{i j}= & f_{i j} h_{i}^{x} h_{j}^{y} .
\end{aligned}
$$

Further,

$$
\begin{aligned}
& A_{i j}+B_{i j}+C_{i j}+D_{i j}+E_{i j} \\
& \quad\left[b_{1 i+1 / 2, j}-b_{1 i-1 / 2, j}\right] h_{j}^{y}+\left[b_{2 i, j+1 / 2}-b_{2 i, j-1 / 2}\right] h_{i}^{x}+c_{i j} h_{i}^{x} h_{j}^{y}
\end{aligned}
$$

From (3.3) and the definition of $H(x)$, it is easy to verify that $A_{i j}, B_{i j}$, $D_{i j}$ and $E_{i j}$ are nonpositive and $C_{i j}$ is nonnegative. Under condition (3.2), $A_{i j}+B_{i j}+C_{i j}+D_{i j}+E_{i j}$ is positive too. Thus it satisfies the maximum value principle.

### 3.2 Error Estimate

As we know, (1.1) is regular and uniquely solvable in $H^{2}$ if $0.5 \operatorname{div} \vec{b}+c>0$. Thus, for (2.8), we also assume that

$$
\begin{equation*}
\left.c_{i j}^{*}=c_{i j}+\frac{1}{2}\left(\frac{b_{1 i+1 / 2, j}-b_{1 i-1 / 2, j}}{h_{i}^{x}}\right)+\frac{b_{2 i, j+1 / 2}-b_{2 i, j-1 / 2}}{h_{j}^{y}}\right) \geq c_{0}>0 \tag{3.4}
\end{equation*}
$$

holds for $i=1,2, \ldots, N$ and $j=1,2, \ldots, M$. For the sake of error estimates, we assume that

$$
\begin{equation*}
a_{1} \geq a_{10}, \quad a_{2} \geq a_{20} \tag{3.5}
\end{equation*}
$$

for two positive constants $a_{10}$ and $a_{20}$.
Let $u_{i j}$ be the solution of (1.1) at the point $\left(x_{i}, y_{j}\right)$. Then $u_{i j}$ satisfies the equality

$$
\begin{align*}
& {\left[-\left(\nabla_{\tilde{x}}\left(a_{1}^{*} \nabla_{\bar{x}} u\right)_{i j}-\left(\nabla_{\tilde{y}}\left(a_{2}^{*} \nabla_{\bar{y}} u\right)_{i j}\right.\right.\right.} \\
& \left.\left.+\nabla_{\tilde{x}}\left(b u^{u x}\right)_{i j}+\nabla_{\tilde{y}}\left(b u^{u y}\right)_{i j}+c_{i j} u_{i j}\right)\right] h_{i}^{x} h_{j}^{y}=\sum_{l=1}^{11} A_{i j}^{l} \tag{3.6}
\end{align*}
$$

where

$$
\begin{aligned}
A_{i j}^{1} & =-\left[\left.a_{1 i+1 / 2, j} \frac{\partial u}{\partial x}\right|_{i+1 / 2, j}-\left.a_{1 i-1 / 2, j} \frac{\partial u}{\partial x}\right|_{i-1 / 2, j}\right] h_{j}^{y} \\
A_{i j}^{2} & =-\left[\left.a_{2 i, j+1 / 2} \frac{\partial u}{\partial y}\right|_{i, j+1 / 2}-\left.a_{2 i, j-1 / 2} \frac{\partial u}{\partial y}\right|_{i, j-1 / 2}\right] h_{i}^{x} \\
A_{i j}^{3} & =\left[\left(a_{1 i+1 / 2, j}-\frac{\left|b_{1 i+1 / 2, j}\right| h_{i+1 / 2}^{x}}{2}-a_{1 i+1 / 2, j}^{*}\right) \frac{u_{i+1, j}-u_{i j}}{h_{i+1 / 2}^{x}}\right. \\
& \left.-\left(a_{1 i-1 / 2, j}-\frac{\left|b_{1 i-1 / 2, j}\right| h_{i-1 / 2}^{x}}{2}-a_{1 i-1 / 2, j}^{*}\right) \frac{u_{i j}-u_{i-1, j}}{h_{i-1 / 2}^{x}}\right] h_{j}^{y} \\
A_{i j}^{4}= & {\left[\left(a_{2 i, j+1 / 2}-\frac{\left|b_{2 i, j+1 / 2}\right| h_{j+1 / 2}^{y}}{2}-a_{2 i, j+1 / 2}^{*}\right) \frac{u_{i, j+1}-u_{i j}}{h_{j+1 / 2}^{y}}\right.} \\
& \left.-\left(a_{2 i, j-1 / 2}-\frac{\left|b_{2 i, j-1 / 2}\right| h_{j-1 / 2}^{y}}{2}-a_{2 i, j-1 / 2}^{*}\right) \frac{u_{i j}-u_{i, j-1}}{h_{j-1 / 2}^{y}}\right] h_{i}^{x}
\end{aligned}
$$

$$
\begin{aligned}
A_{i j}^{5}= & {\left[\left(a_{1 i+1 / 2, j}-\frac{\left|b_{1 i+1 / 2, j}\right| h_{i+1 / 2}^{x}}{2}\right)\left(\left.\frac{\partial u}{\partial x}\right|_{i+1 / 2, j}-\frac{u_{i+1, j}-u_{i j}}{h_{i+1 / 2}^{x}}\right)\right.} \\
& \left.-\left(a_{1 i-1 / 2, j}-\frac{\left|b_{1 i-1 / 2, j}\right| h_{i-1 / 2}^{x}}{2}\right)\left(\left.\frac{\partial u}{\partial x}\right|_{i-1 / 2, j}-\frac{u_{i j}-u_{i-1, j}}{h_{i-1 / 2}^{x}}\right)\right] h_{j}^{y}, \\
A_{i j}^{6}= & {\left[\left(a_{2 i, j+1 / 2}-\frac{\left|b_{2 i, j+1 / 2}\right| h_{j+1 / 2}^{y}}{2}\right)\left(\left.\frac{\partial u}{\partial y}\right|_{i, j+1 / 2}-\frac{u_{i, j+1}-u_{i j}}{h_{j+1 / 2}^{y}}\right)\right.} \\
& \left.-\left(a_{2 i, j-1 / 2}-\frac{\left|b_{2 i, j-1 / 2}\right| h_{j-1 / 2}^{y}}{2}\right)\left(\left.\frac{\partial u}{\partial y}\right|_{i, j-1 / 2}-\frac{u_{i j}-u_{i, j-1}}{h_{j-1 / 2}^{y}}\right)\right] h_{i}^{x}, \\
A_{i j}^{7}= & {\left[b _ { 1 i + 1 / 2 , j } \left(H\left(b_{1 i+1 / 2, j}\right) u_{i j}+\left(1-H\left(b_{1 i+1 / 2, j}\right) u_{i+1, j}\right)\right.\right.} \\
& -b_{1 i-1 / 2, j}\left(H\left(b_{1 i-1 / 2, j}\right) u_{i-1, j}+\left(1-H\left(b_{1 i-1 / 2, j}\right) u_{i j}\right)\right] h_{j}^{y}, \\
A_{i j}^{8}= & {\left[b _ { 2 i , j + 1 / 2 } \left(H\left(b_{2 i, j+1 / 2}\right) u_{i j}+\left(1-H\left(b_{2 i, j+1 / 2, j}\right) u_{i, j+1}\right)\right.\right.} \\
& -b_{2 i, j-1 / 2}\left(H\left(b_{2 i, j-1 / 2}\right) u_{i, j-1}+\left(1-H\left(b_{2 i, j-1 / 2}\right) u_{i j}\right)\right] h_{i}^{x}, \\
A_{i j}^{9}= & -1 / 2\left[\left.b_{1 i+1 / 2, j}\left(1-2 H\left(b_{1 i+1 / 2, j}\right)\right) h_{i+1 / 2}^{x} \frac{\partial u}{\partial x}\right|_{i+1 / 2, j}\right. \\
& \left.-\left.b_{1 i-1 / 2, j}\left(1-2 H\left(b_{1 i-1 / 2, j}\right)\right) h_{i-1 / 2}^{x} \frac{\partial u}{\partial x}\right|_{i-1 / 2, j}\right] h_{j}^{y}, \\
A_{i j}^{10}= & -\frac{1}{2}\left[\left.b_{2 i, j+1 / 2}\left(1-2 H\left(b_{2 i, j+1 / 2}\right)\right) h_{j+1 / 2}^{y} \frac{\partial u}{\partial y}\right|_{i, j+1 / 2}\right. \\
& \left.-\left.b_{2 i, j-1 / 2}\left(1-2 H\left(b_{2 i, j-1 / 2}\right)\right) h_{j-1 / 2}^{y} \frac{\partial u}{\partial y}\right|_{i, j-1 / 2}\right] h_{i}^{x}, \\
A_{i j}^{11}= & c_{i j} u_{i j} h_{i}^{x} h_{j}^{y} .
\end{aligned}
$$

Since

$$
\begin{aligned}
& H\left(b_{1 i+1 / 2, j}\right) u_{i j}+\left(1-H\left(b_{1 i+1 / 2, j}\right)\right) u_{i+1, j}=u_{i+1 / 2, j} \\
& \quad+\left.\frac{1}{2}\left(1-2 H\left(b_{1 i+1 / 2, j}\right)\right) h_{i+1 / 2}^{x} \frac{\partial u}{\partial x}\right|_{i+1 / 2, j} \\
& \quad+\left.\frac{\left(h_{i+1 / 2}^{x}\right)^{2}}{8} \frac{\partial^{2} u}{\partial x^{2}}\right|_{i+1 / 2, j}+O\left(\left(h_{i+1 / 2}^{x}\right)^{3}\right), \\
& H\left(b_{2 i, j+1 / 2}\right) u_{i j}+\left(1-H\left(b_{2 i, j+1 / 2}\right)\right) u_{i, j+1}=u_{i, j+1 / 2} \\
& \quad+\left.\frac{1}{2}\left(1-2 H\left(b_{2 i, j+1 / 2}\right)\right) h_{j+1 / 2}^{y} \frac{\partial u}{\partial y}\right|_{i, j+1 / 2} \\
& \quad+\left.\frac{\left(h_{j+1 / 2}^{y}\right)^{2}}{8} \frac{\partial^{2} u}{\partial y 2}\right|_{i, j+1 / 2}+O\left(\left(h_{j+1 / 2}^{y}\right)^{3}\right), \\
& \varphi_{i+1 / 2}-\varphi_{i-1 / 2}=h_{i} \varphi_{i}^{\prime}+\frac{1}{8}\left(h_{i+1 / 2}^{2} \varphi^{\prime \prime}{ }_{i+1}-h_{i-1 / 2}^{2} \varphi_{i-1 / 2}\right)+O\left(h^{3}\right),
\end{aligned}
$$

(3.6) leads to

$$
\begin{aligned}
& {\left[-\left(\nabla_{\tilde{x}}\left(a_{1}^{*} \nabla_{\bar{x}} u\right)_{i j}-\left(\nabla_{\tilde{y}}\left(a_{2}^{*} \nabla_{\tilde{y}} u\right)_{i j}+\nabla_{\tilde{x}}\left(b u^{u x}\right)_{i j}+\nabla_{\tilde{y}}\left(b u^{u y}\right)_{i j}\right.\right.\right.} \\
& \left.\left.+c_{i j} u_{i j}\right)\right] h_{i}^{x} h_{j}^{y}=\left[-\frac{\partial}{\partial x}\left(a_{1} \frac{\partial u}{\partial x}\right)_{i j}-\frac{\partial}{\partial y}\left(a_{2} \frac{\partial u}{\partial y}\right)_{i j}+\frac{\partial}{\partial x}\left(b_{1} u\right)_{i j}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+\frac{\partial}{\partial y}\left(b_{2} u\right)_{i j}+c_{i j} u_{i j}\right] h_{i}^{x} h_{j}^{y}+\sum_{3}^{6} A_{i j}^{l}+\sum_{3}^{8} B_{i j}^{l}  \tag{3.7}\\
& +O\left(\left(h_{i-1 / 2}^{x}\right)^{2}+\left(h_{i+1 / 2}^{x}\right)^{2}+\left(h_{j+1 / 2}^{y}\right)^{2}+\left(h_{j+1 / 2}^{y}\right)^{2}\right) h_{i}^{x} h_{j}^{y}
\end{align*}
$$

where

$$
\begin{aligned}
B_{i j}^{3} & =\frac{1}{8}\left[\left.b_{1 i+1 / 2, j}\left(h_{i+1 / 2}^{x}\right)^{2} \frac{\partial^{2} u}{\partial x^{2}}\right|_{i+1 / 2, j}-\left.b_{1 i-1 / 2, j}\left(h_{i-1 / 2}^{x}\right)^{2} \frac{\partial^{2} u}{\partial x^{2}}\right|_{i-1 / 2, j}\right] h_{j}^{y}, \\
B_{i j}^{4} & =\frac{1}{8}\left[\left.b_{2 i, j+1 / 2}\left(h_{j+1 / 2}^{y}\right)^{2} \frac{\partial^{2} u}{\partial y^{2}}\right|_{i, j+1 / 2}-\left.b_{1 i, j-1 / 2}\left(h_{j-1 / 2}^{y}\right)^{2} \frac{\partial^{2} u}{\partial y^{2}}\right|_{i, j-1 / 2}\right] h_{i}^{x}, \\
B_{i j}^{5} & =\frac{1}{8}\left[\left(h_{i+1 / 2}^{x}\right)^{2} \frac{\partial^{2}}{\partial x^{2}}\left(b_{1} u\right)_{i+1, j}-\left(h_{i-1 / 2}^{x}\right)^{2} \frac{\partial^{2}}{\partial x^{2}}\left(b_{1} u\right)_{i j}\right] h_{j}^{y}, \\
B_{i j}^{6} & =\frac{1}{8}\left[\left(h_{j+1 / 2}^{y}\right)^{2} \frac{\partial^{2}}{\partial y^{2}}\left(b_{2} u\right)_{i, j+1}-\left(h_{j-1 / 2}^{y}\right)^{2} \frac{\partial^{2}}{\partial y^{2}}\left(b_{2} u\right)_{i j}\right] h_{i}^{x}, \\
B_{i j}^{7} & =\frac{1}{8}\left[\left.b_{1 i+1 / 2, j}\left(h_{i+1 / 2}^{x}\right)^{2} \frac{\partial^{2} u}{\partial x^{2}}\right|_{i+1 / 2, j}-\left.b_{1 i-1 / 2, j}\left(h_{i-1 / 2}^{x}\right)^{2} \frac{\partial^{2} u}{\partial x^{2}}\right|_{i-1 / 2, j}\right] h_{j}^{y}, \\
B_{i j}^{8} & =\frac{1}{8}\left[\left.b_{2 i, j+1 / 2}\left(h_{j+1 / 2}^{y}\right)^{2} \frac{\partial^{2} u}{\partial y^{2}}\right|_{i, j+1 / 2}-\left.b_{1 i, j-1 / 2}\left(h_{j-1 / 2}^{y}\right)^{2} \frac{\partial^{2} u}{\partial y^{2}}\right|_{i, j-1 / 2}\right] h_{i}^{x} .
\end{aligned}
$$

Now, let $\xi_{i j}=u_{i j}-U_{i j}$. Then, use (2.8) and (3.7) to obtain that $\xi_{i}$ satisfies

$$
\begin{align*}
& {\left[-\left(\nabla_{\tilde{x}}\left(a_{1}^{*} \nabla_{\bar{x}} \xi\right)_{i j}-\left(\nabla_{\tilde{y}}\left(a_{2}^{*} \nabla_{\bar{y}} \xi\right)_{i j}+\nabla_{\tilde{x}}\left(b \xi^{u x}\right)_{i j}+\right.\right.\right.} \\
& \left.\left.\nabla_{\tilde{y}}\left(b \xi^{u y}\right)_{i j}+c_{i j} \xi_{i j}\right)\right] h_{i}^{x} h_{j}^{y}=\sum_{3}^{6} A_{i j}^{l}+\sum_{3}^{8} B_{i j}^{l}  \tag{3.8}\\
& +O\left(\left(h_{i-1 / 2}^{x}\right)^{2}+\left(h_{i+1 / 2}^{x}\right)^{2}+\left(h_{j+1 / 2}^{y}\right)^{2}+\left(h_{j+1 / 2}^{y}\right)^{2}\right) h_{i}^{x} h_{j}^{y}
\end{align*}
$$

Multiply (3.8) by $\xi_{i j}$, sum it up for $i=1,2, \ldots, N, j=1,2, \ldots, M$, and use the discrete Green formula to obtain

$$
\begin{align*}
& \sum_{i=1}^{N} \sum_{j=1}^{M}\left[a_{1 i-1 / 2, j}^{*}\left(\frac{\xi_{i j}-\xi_{i-1, j}}{h_{i-1 / 2}^{x}}\right)^{2} h_{i-1 / 2}^{x} h_{j}^{y}+a_{2 i, j-1 / 2}^{*}\left(\frac{\xi_{i j}-\xi_{i, j-1}}{h_{j-1 / 2}^{y}}\right)^{2} h_{j-1 / 2}^{y} h_{i}^{x}+\right. \\
& \left.\frac{1}{2}\left|b_{1 i-1 / 2, j}\right| h_{i}^{x}\left(\frac{\xi_{i j}-\xi_{i-1, j}}{h_{i-1 / 2}^{x}}\right)^{2} h_{i-1 / 2}^{x} h_{j}^{y}+\frac{1}{2}\left|b_{2 i, j-1 / 2}\right| h_{j}^{y}\left(\frac{\xi_{i j}-\xi_{i, j-1}}{h_{j-1 / 2}^{y}}\right)^{2} h_{j-1 / 2}^{y} h_{i}^{x}\right] \\
& +\sum_{i=1}^{N} \sum_{j=1}^{M}\left[c_{i j}+\frac{1}{2}\left(\frac{b_{1 i+1 / 2, j}-b_{1 i-1 / 2, j}}{h_{i}^{x}}+\frac{b_{2 i, j+1 / 2}-b_{2 i, j-1 / 2}}{h_{j}^{y}}\right)\right] \xi_{i j}^{2} h_{i}^{x} h_{j}^{y} \\
& =\sum_{l=3}^{6} \sum_{i=1}^{N} \sum_{j=3}^{M} A_{i j}^{l} \xi_{i j}+\sum_{l=3}^{8} \sum_{i=1}^{N} \sum_{j=3}^{M} B_{i j}^{l} v_{i j} \\
& +\sum_{i=1}^{N} \sum_{j=1}^{M} O\left(\left(h_{i-1 / 2}^{x}\right)^{2}+\left(h_{i+1 / 2}^{x}\right)^{2}+\left(h_{j-1 / 2}^{y}\right)^{2}+\left(h_{j+1 / 2}^{y}\right)^{2}\right) \xi_{i j} h_{i}^{x} h_{j}^{y} . \tag{3.9}
\end{align*}
$$

Thus, use the discrete Green formula and the definition of $A_{i j}^{l}, B_{i j}^{l}, a_{1 i-1 / 2, j}^{*}$,
and $a_{2 i, j-1 / 2}^{*}$ to obtain

$$
\begin{align*}
& |\xi|_{a^{*}}^{2}+\frac{1}{2}|\xi|_{b h}^{2}+\sum_{i=1}^{N} \sum_{j=1}^{M}\left[c_{i j}+\frac{1}{2}\left(\frac{b_{1 i+1 / 2, j}-b_{1 i-1 / 2, j}}{h_{i}^{x}}\right.\right. \\
& \left.\left.\quad+\frac{b_{2 i, j+1 / 2}-b_{2 i, j-1 / 2}}{h_{j}^{y}}\right)\right] \xi_{i j}^{2} h_{i}^{x} h_{j}^{y} \leq K\left[\left(h^{x}\right)^{4}+\left(h^{y}\right)^{4}\right]+\epsilon|\xi|_{a^{*}}^{2}+\epsilon\|\xi\|^{2} \tag{3.10}
\end{align*}
$$

where $\epsilon$ is an arbutary positive number. From the above analysis, we have

Theorem 3.2 Assume that $u$ and $U$ are the solutions of (1.1) and (2.8), respectively, $u$ has continuous 4 th derivatives, and (3.4) and (3.5) are satisfied. Then,

$$
\begin{equation*}
|\xi|_{a^{*}}+|\xi|_{b h}+\|\xi\|_{c_{0}} \leq Q\left(\left(h^{x}\right)^{2}+\left(h^{y}\right)^{2}\right), \tag{3.11}
\end{equation*}
$$

holds, where $Q$ is a positive constant which does not depend on the partition $I_{h}$.

Proof: Choose $\epsilon$ in (3.10) properly. Inequality (3.11) can be obtained from (3.4), (3.5), and (3.10) directly.

## 4 Conclusions

We have proposed a five point upwind finite difference scheme on nonuniform rectangular partitions for convection-diffusion equations by using a new technique of handling the convective term. The proposed scheme is in the conservation form, satisfies the maximum value principle, and has a secondorder error estimate. We have done some numerical experiments, which show that the high-order upwind scheme is as accurate as central methods for nonconvection-dominated problems and more accurate than full upwind methods for strong convection-dominated problems, in which the central methods do not work. Thus we can say that the proposed method can be used to simulate realistic fluid flow problems numerically.
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